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MPEOVNCINOBUE

JlanHoe yuyebHOe mocoOue CONEPKUT Kype JEKIUil MO MepeBOAy Hay4dHO-
TEXHUYECKON JuTepaTypsl. [IpeacraBieHsl BOmpochkl O mpobiemax MepeBoja,
BKJIFOYAsi MalIuHHBIA TiepeBoa. Mmeercs mHpOpManms o crmocobax mepeBoaa
OpaTOPCKOM PEYM M 3aroJOBKOB, a TAKXKE O IEPEBOJE HEOJOIM3MOB. Teope-
TAYECKUN MaTepuan WIIIOCTPUPYETCS NMPUMEpPAMHM HA AHIJIMHCKOM U PYCCKOM
a3plkax. Kpome Toro, B Marepuane nocoOusi MNpPEACTaBIEHbl TEKCTbl Ha
AHIJIMMCKOM SI3BIKE, B3SIThIE M3 AHIVIMMCKUX W aAMEPUKAHCKUX HCTOYHHUKOB. K
HUM MMEIOTCA 3aJaHus JUIsl aHanu3a u nepeBofa. [locobue npennaznadeHo st
CTYJIEHTOB, M3YyYalOllUX KypC OCHOB TE€OpPHM MEPEBOJA M OOyYaroluXcs IO
HanpasieHUsIM «CTPOUTEIBCTBO», KAPXUTEKTYpay, «I'pagocTpOUTEILCTBOY.



YacTb |. KYPC NEKLINN

MALLVHHbIV MEPEBO W MEPCMEKTWBBI
ErO NCMNONb30OBAHMA B YYEBEHO-MPAKTUYECKOW
AEATEJIBHOCTWU

BeepeHue

Jlekuusa 1. DopmrpoBaH1e LWKOJbl MAaLLMHHOIO NepeBoaa

JNlekums 2. CoBpeMeHHOEe COCTOsIHUE U NPOBAEMbI MaLLIMHHOIO Nepesoja

Jlekums 3. 3apauv MalMHHOrO NepeBoa

Jlekuusa 4. DyHKUMOHAIbHblE BO3MOXXHOCTH MallMHHOIO Nepesoa

JNlekumsa 5. WUcnonb3oBaHue CUCTEM MalLMHHOrNO nepesoga B yyebe U
NPaKTUYECKOM AeATENIbHOCTH

BbiBoabi

Bonpocbl gnst koHTpons

BBeneHue

HexoTopble moau cuuTarOT, 4yTo MamuHHbIe nepeBoinl (MII) mameku ot
T€X, KOTOPHIE BBIMOIHSIIOTCS YEIIOBEKOM, a MOTOMY aOCOIIOTHO OECIOJIC3HBI.
JlelicTBUTENBHO, B JIUTEPATYPE ONHMCAHO JOCTATOYHO MHOTO MPHUMEPOB «IIIy-
MOCTHY MAaIlIMHHBIX MEPEBOOB, KOTOPBIE TPAKTYIOT (hpasbl Tna «bring her back
to me» Kak «IpUHECH MHE €€ CuHy». W momysisipHOCTh MOAOOHBIX MPUMEPOB
MO>KHO MOHATh. BCIOMHMM, Kak MHOTO MOSIBUJIOCH 00JIacTel JeATeIbHOCTH, Te
KOMITBIOTEp 00OTHA YEJIOBEKa — CYUTAET OBICTPEE, B IaXMaThl UTPAET JyUIIle.

Ho »tu monu ckopee Bcero 3a0bIBalOT, YTO MAIIMHHBIE TEPEBOJIBI CYyIIe-
CTBYIOT JIJIsl TOTO, YTOOBI TOMOTATh YEJIOBEKY, @ BOBCE HE 3aTe€M, YTOOBI TEIIUTh
camoJito0ue MepeBOAUYUKOB, KOTOPbIE Obl TOBOPHIIM: «MBI-TO TMOKa MEPEBOINM
Jy4Ille, 4eM KOMIIBIOTEPBI». [ '0OBOpsSI O CIIOKHOCTH IIEpEeBOAA XYI0KECTBEHHOTO
MPOU3BEACHUS, MOKHO HAllOMHUTb, YTO U CPEIU JIIOAEH NaleKO HE KaxIblii
MOXET NEPEBOANTD, Kak Mapiak unu [TactepHak.

Heobxoanmo mpusHaTh (42 3TOr0 HE OTPUIAIOT M BEAYIIHE Pa3padOTUYNKH
CHUCTEM MAIlIMHHOTO IEpPEeBOjia), YTO CETOJHS, KakK, BIPOYEeM H B 0003pHUMOM
OyayiieM, XyJ0>KeCTBEHHBIH TEKCT BCET/Ia BBHIUTPHIBAET B TEPEBOJIC, BBIMOJ-
HEHHOM 4esioBeKOM. C Ipyroi CTOPOHBI, 3TO OTHIOJIb HE OTPULIAET MOJE3HOCTH
CUCTEM MAIIMHHOIO MEPEBOJIA, YK€ JABHO SIBJISIOIIMXCS HE3aMEHUMbBIM MOJ-
CIIOpbEM HE TOJBKO ISl T€X, KTO COBCEM HE 3HAET fA3bIKa, HO W Uil mpodec-
CHUOHAJIOB.

Bo-nepBbIx, niepes nepeBoIoM CTOST JaJIEKO HE OJHHU BBICOKOXY0KECTBEH-
HbIe 3a7a4d. MalIuHHBIN MEepeBOJ] MHOTHX JEJIOBBIX JOKYMEHTOB IMPHUOJIMKA-
€TCA K IepeBoaM, CJACJIaHHbIM YEJIOBEKOM.
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Bo-BTOpBIX, HUKAKOW MEPEBOAYMK (J1a’Ke CaMblil 3HAIOIIMI) HE HameyaTaer
IIEPEBO/I C TAKOW CKOPOCTHIO, KaK NEPEBOJUNK MALIHUHHBIMN.

B-Tperpux, nmporpaMmma-nepeBOAYMK BCEraa IOJ PYKOH, € MOXXHO JOBE-
pUTH JII00YI0 KOHPUACHIMANbHYIO UH(POPMALIMIO, W, HAKOHEL, OYEBUIHO, YTO
MAaIlMHHBINA [IEPEBOJI CYIIECTBEHHO JEIIEBJIE IO CPABHEHUIO C TEM, YTO BBINOJI-
HEH B OIOPO MEepPEeBO/IOB.

MaiivHHbIe TIEPEBOTYMKHA B 3HAYUTEIBHON Mepe 00JierdaroT OerJiblid mpo-
CMOTp caWToB lHTepHEeTa Ha HEU3BECTHBIX HaMm s3bIKax. llpu sToMm, 1oO-
BUJIMMOMY, 33j1a4a BbiOOpa nHpopmanuu u3 MHTepHeTa He MOKET OBITh perieHa
HUKAKUMU Jpyrumu crnocoOamu. Kpome Toro, ajig Kaxaod CHUCTEMBI Cylle-
CTBYET CBOsI 00JaCTh MPUMEHEHHUS, U MAIIMHHbBIE MIEPEBOJUUKN HE MPETEHAYIOT
Ha [IEPEBO/JI XY I0KECTBEHHOM JINTEPATYPHI.

[IpoGnema MalIMHHOTO MEpPEBOAA — OJHA W3 LIEHTPAJbHBIX B 00JacTH
TeopeTudecKor HHPOPMATUKHU U HH(DOPMAIIMOHHBIX TexHOoorui. Ha cerogusii-
HUM JIeHb 37Ie€Ch CYIIECTBYET psAJl IIyOOKHMX TEOPETUYECKHUX Pa3pabdOTOK U Psif
paboTalIUX KOMIBIOTEPHBIX cucTeM. [Iporpecc B 3TOM HampaBieHUU 3a
nociaequue 10—20 et 7ocTaTOYHO OYEBHUJICH, OJJHAKO MBI €III¢ OYSHb JAJICKU OT
YAOBJIETBOPUTENBHOTO PELIEHUS 3a0a4H.

Jlekuma 1. dopmupoBaHue WKOMbl MaLIMHHOIO nepesoja

«nes aBromarnueckoro mnepeBoja (AlIl) Bbicka3zbiBasiach, Kak H3BECTHO,
eme Jleitouuuem 6omee 300 et Tomy Hazan. OgHAKO HA PEAIbHYIO HAYYHYIO H
TEXHUYECKYI0 OCHOBY 3Ta 3aja4ya ObljIa IOCTABJICHA TOJILKO B HAILIEM BEKE.

Bcro nepByro nonoBuHy XX Beka ues NEpPeBOJa ¢ MOMOIIBI HUCKYCCTBEH-
HBIX MEXaHU3MOB «HOCWJIAach B Bo3ayxe». B 1924 r. B acToHCckoi#l razere Vaba
maa OBLJIO OIyOJMKOBAHO COOOIICHHE O JAEMOHCTPAlUU MOJENW MHIIyIIeH
MallliHbI-TIepeBoIUMKa u3ooperateneM A. Baxepom. B 1933 r. pasBepHyThlii
IIPOEKT «IEPEBOMAYECKON MAIIMHBDY MPEUIOKUIT POCCUMCKUN H300peTaTeb
[LIT. ITerpoB-TpostHCKMii — HanboJIee U3BECTHBIN U3 MPEAIIECTBEHHUKOB COBpE-
MeHHOro All. B tom xe 1933 r. Bo ®panuun nmxenep I'eopruii ApupyHu
NOJIYYWJI IAaTEHT Ha MAILIMHY JUIsl IEPEBO/A, KOTOPYIO OH Ha3Bal «MexaHuue-
cKkuM Mo3rom» [23, c.105].

N3BecTHO, 4TO MEPEBOJ Kak OCOOBIA MPOIIECC MEXbBSI3BIKOBBIX IMPeoOpa-
30BaHUM 3aTparvBaeT B KOMIUIEKCE pa3HbIE YPOBHU S3bIKa — MOP(OJIOTHIO,
JIEKCHUKY, CUHTAKCUC, CEMAaHTUKY. MoJienb nepeBoaa, TakuM o0pa3oM, JOJIKHA
OTpaXkaThb UEPAPXUIO S3BIKOBBIX YPOBHEH, MPUYEM HEKOTOPHIM ONTHUMaIbHbIM
Ui miepeBoga oOpa3om. boibiioe 3HaueHHe MPUHUMAET MPUTOJHOCTH PAOOTHI
CHCTEMBI B PEXKHME OOIIEHUS C YETIOBEKOM.

Pa3BuTne MammmHHOIO NMEPEBOA U €70 COBPEMEHHYIO KAPTUHY MOXKHO MPEI-
CTaBUTh ce0e KaK B3auMOJAEHCTBHE, OOpPHOY ABYX HANpaBICHUM, ABYX TJIaBHBIX
noaxonoB K mpobOieme. IlepBblif momxon XapakTepu3yeTcs YCTaHOBKOW Ha
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MCIIOJIb30BaHNE MAKCUMAaJIbHO MOIIHOIO YHUBEPCAJIBHOTO S3bIKa CMbIcia. B
IIEPBBIX CUCTEMAX pPEaJU30BAJICS TaK HA3bIBAEMbIM «IPSAMOW» MOAXOX K
IIEPEBOJY, B pAMKax KOTOPOT0, KaK Y€ 0TMEUajaoCh, BCE OCYLIECTBIIIEMbIE TIPU
IIEPEBOJIE ONEpPAlMi TPAKTOBAIMCH KAK ONEpPAlMU MEXbSI3bIKOBOIO NEpPEXoia —
npeoOpa3oBaHus TEKCTa OPUTHHAJA B TEKCT NEPEBOA.

B mammHHOM mepeBoJie B COOTBETCTBEHHOM CMBICIE ITOT IOIAXOJH IpPHU-
BOJUT K TaK Ha3bIBAEMbIM «TOTaJIbHBIM cTpaTerusim» [12, c¢. 27]. OOmein xa-
PAKTEPUCTUKOM TOTAJIBHBIX CTPATETUH SIBISACTCS CTPEMIIEHUE TOJYYUTh
IIOJIHOCTBIO aBTOMATU3UPOBAHHBIM BBICOKOKAYECTBEHHBIM MAIIMHHBIN MEPEBOA
C MaKCUMAaJbHBIM HCIOJb30BAHUEM CEMAHTUYECKOTO YpPOBHS SA3BIKA. OTOT
MIOAXOJl BHEC 3HAYMTENBHBIN BKJIaJd, KaK B TEOPUIO, TAK U B MPAKTUKY MAalIUH-
HOTO I€PEBO/IA.

BTopo#i moaxoa XpOHONIOTMYECKH BO3HHMK PaHbLIE NEPBOr0. DTOT MOAXOJ
3aKJIFOYAETCs] B MPEJCTABICHUU O MPOMEXKYTOUHOM SI3bIKE U OJIM3KO CBSA3aH C
UJIeEN NIEPEBOAHBIX COOTBETCTBUM HA YMCTO SI3IKOBOM ypOBHE. MeToanueckas
CyTh JAHHOI'O NOAXOJA 3aKJIOYaeTCs: B HU3YYEHHHM IOBEJCHHUS S3BIKOBBIX
€MHUI], OCOOEHHO B A3BIKOBOM KOHTEKCTE; B MOJEIMPOBAHUU YEIOBEUECKOTO
BJIAZICHUS SI3bIKOM, OCOOEHHO B IPOLIECCE MEXKBA3BIKOBOIO IMEPEBOAA; B Iepe-
X0Jle OT MpocToro kK Oojee cioxxkHomy. llo-Hacrosimiemy cepbe3Has pabora B
0o0JlacTU MaIIMHHOTO TIEepPEeBOJia Hauajach TOJbKO B KoHIe 40-x Hauyanme 50-x
r0JI0B, ITOCJIE TOSBJICHHUS JIEKTPOHHO-BBIYNCINUTEIBHON TEXHUKH.

UccnenoBarenu nonararot, 4to gatod poxaenus MII (kak obrmactu uccie-
J0BaHUM) NpuHATO cuutath 1947 r. ONHUM U3 NEPBBIX O MAIIMHHOM MEPEBOJIE
3aroBopuil YoppeH BuBep, JUpeKTOp OTAENEeHHsI €CTECTBEHHbIX HayK Poxdern-
JepoBckoro (oHaa, KOTOpbld, oOpamasch B mnucbMe K HopOepty Bunepy,
CpaBHHMBaJ 3aJady IepeBoja ¢ 3anayed Aemu@poBKU TekcToB: «lnsas Ha
CTaThl0 HA PYCCKOM SI3BIKE, sl TOBOPIO ceOe: B JIEWCTBUTEILHOCTH CTaThsl HAIM-
caHa IMO-aHTJIMKACKHU, HO 3alIM(ppoBaHa KAKUMHU-TO HEMOHSATHBIMU 3HAKAMMY, U
MocJjie 3TOro HauumHaw ee pacmudpoBbiBathy. B 1949 rony oH omyOiaukoBal
JIOKYMEHT, KOTOpBIA HMEJN BeCbMa I'POMKOe HasBaHue: «Pemenune mupoBon
npobnemsl nepeBona». B 1952 romy cocrosinace nepBas KoHpepeHUus, Ha
KOTOPOM 00CY X AAMCh MOAXOAbl K CO3AHUIO0 CUCTEM MAIIMHHOTO MEPEeBOJa, a
yxe B 1954 rogy kommnanus IBM pa3zpaborana nepByr cCucTeMy, COACP>KaBIIYIO
cioBapb U3 250 c0B ¥ 6 CHHTAKCUYECKUX MPABUI U 00ECIIEYMBABIIYIO [IEPEBOJ
3apaHee OTOOpPAHHBIX MPEIJIOKEHUNU. DTOT IKCIEPUMEHT Jai CTapT UHTEHCHUB-
HBIM JIECATUJIETHUM HCCIIEOBAaHUIM, Ha KOTOpbIe npaBuTenbcTBo CIIA uctpa-
TWIO 11ouyTy 40 MJTH JOJIapOB.

[TpuHuuner MII, rocnoacTsoBaBmIve B TOT MEPUOJ, C COBPEMEHHBIX IO3U-
Ui MoK Obl OBITH OXapaKTEPU30BaHBI Kak 00pabOTKa TEKCTa MOJ yMHpaB-
JIEHUEM CJIOBApsA, KOTOpas OCYUIECTBISETCS C MOMOIIBI0 OJHO3HAYHBIX IPO-
LHEeayp, LEJIMKOM NOJUYUHEHA 3a/1a4e MEPEX0/1a OT BXOAHOTO S3bIKA K BBIXOJHOMY
(T.e. HE TMpeaycMaTpuMBaeT HUKAKUX JTamoB, 4YbU (QYHKIUU ObUIM OBl
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CaMOCTOSITEJIbHBIMU M MOIJIM Obl ONpPENENsAThCA HE B CBSI3U C ITHUM MEXKb-
A3BIKOBBIM TIepexoaoM). 3aaadya MII cTaBuiachk Torjaa Kak YuCTO MPAKTUUYECKAS.
[14, c.28] IlpennokeHus Ha aHTJIMKWCKOM S3bIKE MPEOOpPa3yrOTCs B COOTBET-
CTBYIOILIEE NIPEMJIOKEHNUE HA IPYTOM SI3BIKE C MOMOLIBIO ABYX OCHOBHBIX OIEpa-
uui. [lepBast onepanuust — OTAEIbHBIE CIIOBA 3aMEHSIIOTCS CBOMMH NEPEBOJIAMM,
BTOpasl — MEPEBEACHHBIE CJIOBA MEPECTABIIIIOTCA U BUIOU3MEHSAIOTCS 10 MPABU-
JIaM SI3bIKa MEepeBOIaA.

ABTOpBI paHHUX HCCIEAOBAHHUN 110 MAIIMHHOMY IE€PEBOJY COCPENOTOYH-
BaJIUCh Ha TEXHUYECKUX MPOOJIeMax pa3MeIleHUs B MaMATH KOMIIbIOTepa O0JIb-
nioro cjosapsi U oOecrieyeHuu 3PEPEKTUBHOrO MOMCKa B HEM. MHorue uccie-
noBatenu, Hanpumep, takue kak FO.H. Mapuyk, JI.JI. Hemobun, U.J. Per3un
CUMTAIOT, YTO MPOTrpaMMHOE olecreyeHue A paboThl ¢ TPaMMAaTHKON OCHO-
BBIBAJIOCh HA UMEBLIMXCSI TEOPUSAX CTPYKTYPHI A3bIKA B COYETAHUHU C NIPUIYyMaH-
HbIMM Ha CKOpYIO PYKy mnpaBuiaMu. Pa3paOoTaHHble mporpaMMbl BblAaBajiu
HACTOJIBKO IUIOXOM NEPEeBOJl, YTO €ro HEBO3MOXXHO ObUIO MOHATH. IIpobnema
COCTOWUT B TOM, YTO CMBICJ TEKCTA HA €CTECTBEHHOM SI3bIKE 3aBHCUT HE TOJIBKO
OT CaMOT'0 IPEMJIOKEHHNS, HO TAKKE U OT KOHTEKCTA.

Ckopee Bcero, 3TH IEpBbIE NPOEKTHl JAEHCTBUTENBHO HE NAIA HUKAKHUX
peanbHbIX pe3ysbTaToB. OJIHAKO ObUIM BBISIBJIEHBI MHOTME OCHOBHBIE MPOOJIEMbI
IIEpEBOJIa TEKCTOB HA ECTECTBEHHOM S3bIKE: MHOIO3HAYHOCTh CJIOB M CHH-
TaKCUYECKMX KOHCTPYKLMH, MpaKTUYECKass HEBO3MOXKHOCTbh IJ100aJIbHOTO
OIMCAaHUS CEMAaHTUYECKOU CTPYKTYPbl MUpA Aa)Xe B OTPAHUYCHHOU IPEAMETHOU
obnactu, orcyTcTBHE 3G(PEKTUBHBIX (POPMATBHBIX METOJIOB ONMKMCAHUS JIMHTBU-
CTUYECKUX 3aKOHOMEPHOCTEM U JIP.

ITomumo cucrem MII kak TakoBBIX, B LEIAX aBTOMAaTU3aLUU OTAEIBHBIX
NEePEeBOIUECKUX OIEepaluil CTalu CO37aBaThCs TaKXke 0oJjiee YaCTHbIE «MalllWH-
HBIE CPEACTBA» B IIOMOIIb NIEPEBOJUUKY U PEAAKTOPY: aBTOMATUYECKHUE CIOBapH
U TEPMUHOJIOTMYECKUE 0a3bl JIAHHBIX, KOMIIBIOTEPHBIE TE3aypyChbl, CpEICTBa
HKPAHHOTO PEAAKTUPOBAHUS, CUCTEMBI Opdorpaduueckoil, TEpPMUHOIOTHYECKOI
U rpaMMaTUYECKON KOppeKuuu TeKcToB. Ocoboe BHMMaHHE OTBOJIMUIIOCH IO-
CTPOCHHUIO MAalIMHHBIX CIIOBApEH, XOTSA YK€ CKIAJIBIBAIIMCH IPEACTABICHUS
00 anroputMax MOpQoOJOrHYECKOro, CHHTAKCUYECKOTO, JEKCUYECKOI0o aHaln3a
nas MII.

HaunGosee mio10TBOPHBIM MOKHO CUUTATh BTOPO# nepuoj B uctopuu MII —
aTo nepuof ¢ 1960 no 1967 ron. IMEHHO B XpOHOJIOTHYECKUX PAMKAX BTOPOTO
NepuoJia HavyajoCh peajbHOE MPOSBICHHE MHTEPECOB Hayku B obOmactu MII,
BIIOCJIEICTBUM 3TO MpHUBEIO0 K ToMy, yto MII cranm mnpenacraBiste coOoii
KOHIJIOMEPAT BCEBO3MOXKHBIX HAyK, U HE TOJBKO JIMHIBUCTUYECKOTO MOPSJIKA,
HO U CBSI3aHHBIX, Mpexze Bcero ¢ 9BM. Oco0o cienyeT BhIIETUTh MOSIBICHHUE
uaen s3blka-nocpenaHuka. OQHaKo B TO K€ BpeMs NPULUIOCh KOHCTATUPOBATh,
YTO IIOCTaBJICHHAs 3aJaya OKa3ajach CIMIIKOM CIOXXHOM M YTO CHCTEMBI
aBTOMAaTHUYECKOro IEpeBOJia HE CMOTYT B 0003pMMOM OyIyIlIeM OOECHEYHTb
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MIPUEMIIEMOE KAa4eCTBO IEPEBOJA. BOIBIIMHCTBO MPOrpaMM MAIIMHHOTO Iepe-
BOJIa YBSI3aJIM B MHOI'O3HAYHOCTHU CJIOB U OOUJIMU MIMOMATHUYECKUX BBIPAXKEHUH.
HauaTble paboThl HE MPUBENU K MPAKTUYECKUM PE3YJbTaTaM, OAHAKO BBISIBUIIM
MHOTHE MpoOJEeMbl IEepeBOAa TEKCTOB, TaKME€ KAaK MHOTO3HAYHOCTb CIJIOB H
CUHTaKCUYECKUX KOHCTPYKIMH, MpaKTHYecKas HEBO3MOXHOCTb IJI00aIbHOTO
ONMCAaHUS CEMAaHTUYECKOU CTPYKTYPbl MUpA Aa)Xe B OTPAHUYECHHOU IPEAMETHOU
obnactu, orcyTcTBHE 3G (PEKTUBHBIX (POPMaATBHBIX METOJIOB ONMKMCAHUS JINHTBU-
CTUYECKUX 3akoHOMepHocTen u np. I[lapawutensHo ¢ passutueM MII B 3TOT
IIEpUOJ BO3HUKIIA M CO3JAaHUsS aBTOMATHUYECKOIO CIOBAps B IOMOILIb YEJIO-
BEKY-IIEPEBOAUYMKY. ABTOMATUYECKUN CIIOBAPH IOJYYWJI MPAKTUYECKOE IIPU-
meHenue. B konme 60-x rogoB XX B. A.K. JKomkosckuit u M.A. Menbuyk
MOAHSIN TEMY O LICHTPAJIBHOW POJIM CJIOBAPS B OIMCAHUU A3bIKA. [3, ¢.17]

Tpetuii nepuoj1, HayaBKiicsa nocie 1967 r., CoeqMHII HOBbIE JTOCTUXEHHUS
TEXHUYECKOM KUOEPHETUKH C HOBBIMHU pE3yJIbTaTaMU TEOPUU M MPAKTUKHU
JMHTBUCTUYECKUX HUCCIEIOBAHUM B aBTOMATUYECKOW 0OpabOTKe TEKCTOB. ITO
COEJIMHEHHUE MPOM30ILI0 HAa 0a3e OCO3HAHUA COLHUAIbHBIX NOTPEOHOCTEH B
obnactu MII — npeononienust s3b1kOBbIX OapbepoB. Cam MII B pamkax 3TuX
MCCIIEJOBAHUN YIIIE] HAa BTOPOM IJIAH U CTAJI paCCMAaTPUBATHCS CKOPEE KAK OHO
U3 UX BO3MOKHBIX MTPUJIOKEHUM: CITYKUTh MMOJIUTOHOM JUI SKCIIEPUMEHTAIBHOM
MIPOBEPKH CO3JaBAaEMbIX JIOTUKO-MAaTEMAaTHYECKUX CpPEeACTB U  (HOpMallbHO-
JMHTBUCTUYECKUX MOJENed B OOUIEM psALy APYTUX MOAOOHBIX NPHIIOKEHHI:
MH(OPMAIMOHHOTO MMOUCKA, KOMITIbIOTEPU30BAHHOTO O0YUYEHUS U T.I1.

WNHuTrepec k cucreMaM MalIMHHOTO MEpPeBOAAa BHOBb ObLI MposiBIeH K 70-M
rojiam, B IEpUOJ NHTEHCUBHOI'O Pa3BUTHS TEOPUU HUCKYCCTBEHHOI'O MHTEJUIEKTA
U TEOpUH «OOyYEeHHS] KOMIIbIOTEPOB MOHMMAHUIO SI3bIKa», HO TOJIbKO B 90-e —
Osaroyapsi pa3BUTHIO CHUCTEM HCKYCCTBEHHOTO HMHTEIJIEKTa, a TaKXKe Iepco-
HaJIbHBIX KOMIIBIOTEPOB M IIOSIBJICHUIO PEATbHOrO0 CIpOca HAa MAIIMHHBIN
IIEPEBOJI — HACTYIWJIO PEAIBHOE, a IJIaBHOE, MOJKPEIUIEHHOE PHIHOYHBIMU HH-
TepecaMHl BO3POXKIECHHE HHTEpeca K CHCTEMaM MAalIMHHOIO mepeBoja. 90-e
robl MOXXHO CUMTATh NOIJIMHHOW 3II0XOM BO3pOXkAcHUs B pa3Butuu MII, yro
CBA3aHO C BBICOKMM YPOBHEM BO3MOKHOCTEW NEPCOHAIBHBIX KOMIIBIOTEPOB U
c pacnpoctpaHeHuem HHTepHEeTa, O0YCIOBUBIIMX pealibHbId cripoc Ha MII
[10, c.175].

ITociie TOro kak MAaIIMHHBIM IIEPEBOJ IPEBPATUIICS B KOMMEPYECKUU
POJYKT, OOJBIINE YCUITUS CTAIN MPUIIAraThCsl K pa3BUTHIO (DYHKIIMOHAJIBHOCTH
CUCTEMBI, KOTOpasi B IPOrpaMMHOM NPOIYKTE UTPAET POJib, HE MEHBIIYIO, YEM
HaJIMYKUE XOpoulo pa3pabOoTaHHOW JIMHIBUCTUYECKOM Oa3bl. Ha pasButue
MAIlMHHOTO MEPEBOAA CTAJIA BBIIEIATHCS KPYIHbIE CYyMMBI. Tak, 3a IOCJIEIHHE
15 ner TOMBKO SMOHCKUE TOCYAAPCTBEHHBIE OpraHW3alUy NOTPATWIM Ha pe-
HIEHUE 3TON MpOoOJIeMbl HECKOJIBKO COTEH MUJUTMOHOB JI0JIJIapOB.

B Poccuu moioOHBIX MHBECTHUIIMN B Pa3BUTHE CHUCTEM MAIIMHHOTO Iepe-
BOJla HE ObLIO, OJJHAKO OT€YECTBEHHBIM KOMIAHUSIM, MPEXKAE BCETO KOMITAHUIM
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PROMT u «ApceHanby, ynaioch JOOUTHCS 3aMETHBIX YCIEXOB HE TOJBKO Ha
POCCHICKOM, HO U Ha MUPOBOM ypoBHE. Ha npumMepe nporpaMMHBIX IPOIYKTOB
komnanun PROMT MoOXHO npociennTh TEHACHLMHM Pa3BUTHA MAaIIWHHOIO
NepeBo/ia CEerofHsl U paccka3zaTh 00 MCMOJIb30BAHUU B MPAKTHUYECKOW, B T.4. U
y4eOHOM 1eSITeIIbHOCTH.

Jlekuma 2. CoBpeMeHHOe coCcToAHNE
1N npobnembl MalMHHOIO Nepesoaa

CoBpemennoe coctositHue MII xapakTepu3yercs HEKOTOPBIM CIUSHUEM
pEe3yJIbTATOB JABYX MOJAXOJ0B, HO HE MEXAHUYECKUM COEIMHEHUEM PE3YJIBTATOB,
a CIUsSHUEM WX Ha 0a3e HOBBIX MOJIENEH, CO3JaHHBIX MPU OCHOBHOM BHUMAaHHH
K COOCTBEHHO TIEPEBOTYECKOMY AaCTEKTy BIIAJCHUS €CTECTBEHHBIM SI3IKOM.
IlenTpom wuccnenoBanuss B coBpeMeHHOM MII cranoBurcs mopenupoBaHue
JIEUCTBUN YeIIOBEKA-TIePEBOAYNKA, OCOOCHHO B YAaCTH MCIIOJIH30BAHUS UM JIBYX-
Y MHOT'O3HAYHBIX MEPEBOJHBIX COOTBETCTBUM IIPU MEPEBOJIE C OJTHOTO SI3bIKA HA
npyroi. MII, BO3HUKIINI BHE JIMHTBUCTHKH, BOIIE]I B HEE IJIaBHBIM 00pa3om
Onarosiapsi BaXXHOMY acCIleKTy MOJICIMPOBaHUSI.

MamuHHbIA 1IepeBOJ, NPOIIEAIINNA HECKOJIBKO CTaU CBOETO Pa3BUTHs, B
HACTOSIIIEE BpEMSI CKOHLICHTPUPOBAH Ha MJE€ MOJCIMPOBAHUS ACUCTBUN YEIIO-
BEKa-nepeBoguuKa. IIponecc nepeBoga o4eHb TPyAEH, a MPABUIIBHOE HCIOJIb-
30BaHHE TMPEUMYIIIECTB MPOTPAMMHOTO OOECMEeYeHUs] BO MHOTOM OMPEIEISIeT
KadecTBO nepeBoga. COBpeMEHHbIE CUCTEMbl MAIIMHHOTO MEPEBO/Ia BKIIOYAIOT
B ce0s1 MHOXKECTBO JIOMIOJIHUTEIBHBIX cioBapeil. OCHOBBIBAsCh HA OCOOCHHOCTSX
APXUTEKTYPHBIX PELIEHUU U1l JIMHTBUCTUYECKUX aJTOPUTMOB, CUCTEMBI ITOA-
pasnensitorcs Ha aBa Tuna — «Tpanchep» u «utepnunrea». IIporpamMmmbl
ABTOMATHUYECKOTO MEPEBOJA CTPOSITCA B COOTBETCTBUU C JAHHBIM Pa3ACICHUEM.
Tak, Hanmpumep nporpamma «CokpaT» NepeBOJUT HAMHOTO JIyYIlIe, YeM CKaKEM
«Mamxuk ['yaamy — Ui MOTOMY, YTO JIMHTBHCTHYECKOE 00SCIIeUeHNE ITePBOM
IpOrpaMMbl HAMHOTO CHJIbHEE, a CJIOBapW HaMHOTO Ooibie o 00bemy. Hacto
MOJyYEHHBIE PE3YJIbTaThl MAIIMHHOIO MEPEBOJA IPUXOAUTCS PEIAKTUPOBATH.
Tak, wampumep, B mporpamme «Ilapc» mnpemycmorpeHa GyHKIHS J0MOJ-
HUTEJIBHOTO TOJKJIKOYEHHS CIOBAaper pa3jiMuyHOW TeMaTUKU. Beap oT kayecTBa
oOecrieyeHusi TMPOrpaMMbl 3aBUCUT W KAdeCTBO BBIJABAEMOT0 MAIUHOM
nepesoaa. Ho maxe TOHKas HACTpPOWKA CHCTEMBI IOJ JIEKCUKY IMEPEBOAUMOTrO
TEKCTa HE YYUTHIBAET BCEX €ro OCOOCHHOCTEH, MOITOMY TEpPEBEJCHHBIE CIIOBA,
UMEIOIIME HECKOJIbKO CHHOHMMOB, MIOMEYAIOTCS 3BE3/I0UKOM, JTUO0 MPUBOASTCS
B CKOOaX Kak BapHaHT.

[Ipexxne Bcero MammHHBIA TEPeBOJ — 3TO A(HPEKTUBHOE CPEACTBO IS
MpPOCMOTpa M TOWCKa WH(OpMAIMM HAa WHOCTPAHHOM SI3bIKE, @ UMEHHO 3Ta
byHKIUS SBIsSETCS TIaBHOW npu pabore B MHTepHeTe. IHTEpHET TEXHOJIOTHH
JlaJld HOBOE Pa3BUTHE MAIIMHHOMY NEPEBOJY, TIOMOIJIM BBIBECTH €I0 HA HOBYIO
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ctaauio pa3BuTHs. COBPEMEHHOE COCTOSHUE MAIIMHHOIO MEPEBOJIa MO3BOJISET
M0JIy4aThb OTHOCUTEJIbHO KOPPEKTHBIA TEKCT NEPeBOo/ia ¢ OONBIINHCTBA A3BIKOB.
N XOTs NOJHOCTBIO aBTOMATUYECKUM BBICOKOKAYECTBEHHBIN NIEPEBOJ HEBO3MO-
YKE€H, Mbl YOeIWIINCh, UTO UMEETCA POrpaMMHOE o0ecriedyeHue, KOTopoe ooier-
YaeT caM Mpoluecc neperojaa. B pesynbrare HaCTPOMKHU HA MPEAMETHYIO 001acTh
U HMHTErpaluu ¢ JPYrMMH OporpaMmamMu 0OpaOOTKM JTIOKYMEHTOB CPEICTBO
MalIMHHOrO MEePEeBO/Ia MO3BOJISIET ABTOMATU3UPOBATh MOJIYyYEHUE IEPEBOA.

OcHOBHOI MpoOJEMON BCEX MpOrpaMM MaIIMHHOTO MEpPeBOAa SBISETCA
NpaBUJIbHBIA BBIOOP TEMAaTHUECKOTO CJIOBAps, a TAK)KE BHICTPAUBAHHUE BCIIOMO-
rateyibHbIX cioBapeil. Ha mpumepax Mbl pazo0pajii ¥ ONpeaeiyid KayecTBO
NepeBO/Ia TEKCTOB Pa3IMYHBIMU IIPOrpaMMaMU, U MPUILINA K BBIBOJY, YTO Iepe-
BOJ| YACTUYHO 3aBUCHUT U OT YPOBHS IMOJATOTOBKH IOJIb30BATENs (3HAHUE SI3bIKA,
HaBbIKU pabOThI C IPOrpaMMaMH, YyBCTBO SI3bIKA), a TAKXKE B OOJbILIEH CTEEHH
€ro YMEHHMs MPaBUJIbHO pabOTaTh C TEKCTOBBIM PEIAKTOPOM, BCIIOMOTATEIbHbI-
MU YTUJIUTAMH, CIOBapsiMU U (Ppa3eoJOrHMYecCKUMH CHpPaBOYHHUKAMHU. Takum
o0pa3oM, Mbl YCTaHOBWJIM, YTO BapUaHThl MEPEBOOB, MPOU3BOJUMBIX C IMO-
KJIIFOYEHUEM TEMATUYECKUX CJIOBApEH, NAr0T XOPOLIMM MEPEBOJ, MPaBUIIbHBIN
BBIOOp 3HAYEHUS CJIOBA U yNoTpeOiaeHue gppa3 B TEKCTE. ITO OOBSACHAETCA TEM,
YTO MalllMHA HACTPAUBAET CBOU CJIOBAaph Ha BHIOOP TEX CHHOHUMOB, KOTOPBIE ObI
COOTBETCTBOBAJIM B OOJbIIEH CTENEHU TEMATUKE BXOJSUIETO A3bIKA, U MEPEBO-
Juia Obl B COOTBETCTBHM C TEMAaTUKOW BBIXOJIHOTO SI3bIKA.

[Iporpammbl MalIMHHOTO MEpPEBOJA Jydlle 00padaThIBalOT HAYUYHBIE, TEX-
HUYECKUE U 00pa30BaTeIbHbIE TEKCTHI, KOTOPHIM MPHUCYILE CTPOrO€ MU3JI0KEHHUE
Matepuasiia. B Takux TekcTax He ClleqyeT IONYyCKaTh JBY3HAYHOCTH, TO €CTb,
MO>XHO CKa3aTh, YTO MPAKTUYECKOE MPUMEHEHHWE MAIIMHHOTO IEepeBoJia IpH
COBPEMEHHOM KayeCTBEHHOM YPOBHE CaMHX II€pEBOJOB IOKAa BeChbMa oOrpa-
HUYEeHO. Pa3roBopHbIil U MyOIUIUCTUYECKUNA CTUITb, T/I€ MHOTO CIELIU(PUIECKUX
000pOTOB, HO OOJIBILIMHCTBO CJIOB KCIOJb3YETCS B MPSIMOM CMBICIE, IPUTOIHBI
JUISl O3HAKOMUTEJIBHOTO NEPEBO/IA, OJTHAKO JJIS MOJIYYEHHUS] TPAMOTHOI'O BBIXO/I-
HOTO TeKcTa TpeOyercs pyuyHas mpaBka. MOXKHO cKa3aTh, YTO IOJy4aeMbIii
NEPEBOJI SIBIISIETCSI HEKUM O3HAKOMUTEJIbHBIM TEKCTOM, I€ MEepelaeTcs JUIIb
oOuras TeMaTU4ecKasi HalpaBJIEHHOCTh TEKCTA.

[lepeBoa ke XyJI0)KECTBEHHOW JIUTEpPATypbl M IO33UU HE COOTBETCTBYET
TpeOOBaHUSAM MamMHbl. CMBICH TEKCTa, MOCTPOCHHOIO HAa HMHOCKA3aTEJIbHBIX
BBIPAKEHUSIX, MPU MAIIMHHOM TEPEBOJIE MCKAXKACTCS U HEJAOCTYNEH Jaxe JUIs
o3HakomiieHus. Torga BCTaeT BOMPOC O LEIECOOOPA3HOCTH MCIOJIb30BAHMS
MalIMHHOro nepeBoja. Kak orMevanock Bbllle, MAlIMHHBIA MEPEBOJ MO CBOEH
CYTH OINEPUPYET JIUIIb TEMH MPOLIECCAMH JIOTUKU, KOTOPBIE 3aJI05KEHBI B MaIlIH-
Hy. [loaTOMy MaimHa HE TOHMMAEeT MHOTO3HAYHOCTH, YTO B CBOIO OUYEPEIb MPH-
BOJAUT K HENPABUIbHON MHTEPHNpPETALUU MEPEBOAMMOr0O TEKCTa, MHOTIA Jaxe
noxoxemy Ha OeccMbiciuily. UToObl n30€kaTh TaKUX HEJOPa3yMEHU, clenyeT
MPaBUJILHO BBICTPAUBATh TEMATUYECKUE CIOBAPHU.
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Heobxoaumo npoBepsTh TEKCT OpUrMHANA HA CTAUU IPEANOATOTOBKHU €ro
NepeBo/ia, a 3aTeéM M PEeNaKTUpOBAaTh Ha KOHEYHOW craguu nepeBoja. Ilpa-
BUJILHOE MCIOJIb30BAHKE MPOTPAMM CJIOBApEid, a TAK)KE€ OHUMAaHUE TPaMMaTUKH
U JIEKCUKHU, TEMAaTUKH UCXOJHOTO TEKCTa BO MHOI'OM OINPEENSIET MOCIeayolIee
KauecTBO MepeBojia Ha Jpyroi s3bik. [IpaBuibHOE omepupoBaHUE CIIOBAPHBIM
3amacoM, Kiuuie, ciioBoopMamMu — SIBJISIOTCS 3aJI0roM ycrexa. Eciu cBoeBpe-
MEHHO TOMOJHATh CHEUUaIbHbIE CIOBApH HOBBIMU TEPMUHAMHU, TO MOXHO
M0JIy4aTh MOJHOCTBIO CBSI3HBIM MEPEBOJ TEKCTOB, TPEOYIOIIMI MUHUMAJIbHOM
CTUJIMCTUYECKOM JopaboTku. UM, moxkanyi, caMblil TJIaBHBIM BBIBOJ COCTOUT B
TOM, YTO MHOTHE€ pa3pabOTUYUKH MPOrPAMMHOI0 OOECHEYEHHUs] OCO3HAJIM, YTO
KpOME XOPOIIO peaTn30BaHHOM JIMHTBUCTUKY NIEPEBOJIa HEOOX0AMMA JIOCTOMHAS
porpamMMmHasi peaju3alusi.

O4eBUIHBIM HEJOCTATOK COBPEMEHHBIX CHCTEM MAIMHHOIO MEpeBoja
(takux, kak Hanmpumep, PROMT wiu SYSTRAN) — ux HeyMeHHe CripaBisiThCs C
IJIyOMHHBIM CEMAaHTUYECKUM aHAIU30M, 32 UCKIIIOUEHHEM OT/AENbHBIX Y4aCTKOB
tekcta (ppa3). OTcro1a TPOUCXOIAT MHOTHE HEJIENOCTH, 3HAKOMbBIC KaXKJIOMY,
KTO paboTall ¢ STUMU CUCTEMaMHU.

Hanpumep, npu nepeBoie Ha aHNIMUCKUH S3bIK Kamanue Ha KOHbKAX MOXKET
npeBpaTuthes B riding small horses, npennoxenue Iluonwepvt kamaromcs Ha
Kapycenu MOXeT ObITh NepeBEJIEHO Kak Pioneers go for a drive on a roundabout
unu kak Pioneers roll themselves on a roundabout, a Matveev’s short story
OKa)KeTCs IepeBOAOM uMeHu Hogenna Mameeesa.

[IpuBeneHHble NpUMEpPhl MOKA3bIBAIOT, YTO CYIIECTBYIOIIME CHUCTEMBI
0COOEHHO HEHAJEKHBI IIPU MEPEBOJIEC HA SI3bIK, HE3HAKOMBIHN 7S MOJIb30BATENS.
«OmurboK MOKHO M30€KaTh TOJIHKO C MMOMOIIBIO AKCIIEPTOB, Pa30UPAIOIINXCS B
peIMETHOM 00JacTM M MOHMMaroIMX 00a s3bika. Takum 00pazoM, BBINOJ-
HEHHBI aBTOMATUYECKHUI MEPEBOJ] MOXKET MOTPEOOBATh TPYAOEMKON MEepenpo-
BEpKHU, IpUYEM MHOTUE (pparMeHThl npuaercs GakTHUeCKH NEPEBOJAUTH 3aHOBO.
OT4acTu cX0/1HAsI CUTyalMsl BOSHUKAET, KOT/1a EPEBOJ PYCCKOT0 CIEUATbHOTO
TeKcTa (Hampumep, padOThl MO MaTeMaTUKE) HA MHOCTPAHHBIN SI3BIK BBITIOJTHS-
eTcsi NpO(PECCUOHAIBHBIM MEPEBOJYMKOM, KOTOPbIA CHEHHAIU3UPYETCS Ha
NepeBo/ie B 0OPATHYIO CTOPOHY M COBEPUIEHHO HE3HAKOM C MPEIMETOM.

OnHUM U3 OCHOBHBIX MPUHIIMIIOB PA3yMHO OPTaHM30BAaHHON CHCTEMBbI J0JI-
E€H OBITh M3BECTHBIM MPUHUMUI «IpUHIUI OepexkauBocTu» Y. Okkama: He
MPUMEHSTh CUJIbHBIX CPEJICTB, €CJIM MOKHO OOOWTHUCH MallbIMU cpefacTBaMu. Ha
MPAKTUKE 3TO MPEXKIE BCEro O3HAYAET, YTO CHUCTEMbl MAIIMHHOIO IEpeBOAa
JOJKHBI Pa3jindaTbcsl B 3aBUCUMOCTU OT THIA MOCTaBICHHOW 3agaur. MoKHO
BBIICJIUTD CJIEAYIOIINE TP THUIIA ITEPEBO/IA.

1. Eciu HyXeH MOCIOBHBIA MEpPEeBOJ, TO AOCTATOYHO MPOBOAMTH JIMILb
ITIOBEPXHOCTHBIN CUHTAKCUYECKUM aHaIU3; IIOTEPSIHHBIA CMBICII TOJDKEH BOCCTa-
HABJIMBATHCA MOJIb30BATEIEM.
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2. HampoTtuB, nepeBo/i TEKCTOB TOJILKO HA YPOBHE MparMaTvku, UCIOJb3ye-
MbIii, HallpUMep, B PA3rOBOPHUKAX, HE MHTEPECYETCS CHHTAKCHCOM M IOYTH
ocTaBiigeT 0e3 BHUMaHUs ceMaHTUKy. HakoHel, mepeBoi, 3aTparuBaroInii CUH-
TaKCUYECKME M CEMaHTUYECKHME YpPOBHM aHalu3a TEKCTa, MOXET HapyllaTh
KOPPEKTHOCTh YyHOTPEOIEHUS, T.€. COJIepKaTh OLUMOKM HA YPOBHE ITParMaTUKH.

3. IlpyHIMI SKOHOMUU MPU NEPEBOJIE COCTOUT B TOM, UTO MEPEBOJ BHIOJI-
HSETCS Ha MOBEPXHOCTHOM YpPOBHE, €CIIM HET HEO0OXOJUMOCTU MPOBOAMTH
rIIyOMHHBINA aHAJIU3.

Xopoiuii pe3ysabTaT MOTYT AaTh TOTOBbIE 1MIA0JOHKI (IITAMIIbI) U TPABUIIb-
HBI BBIOOD CHEMAIbHBIX TEPMUHOB. BeposiTHO, MOJOOHBIN METO/1 MOJIE3€H TPU
aBTOMAaTUYECKOM TIEPEBOJIE€ BCSIKOIO CIEUHATBHOIO TEKCTa. 3aMETUM, 4YTO
CXOJIHbIE TPUHIMIIBI IEPEBO/IA UCIIOJIb3YIOTCS U B pa3roBopHUKax. Pazymeercs,
IIPU 3TOM COXPaHSETCs PUCK OMUOKH cTUIsA [2].

OnHako COBpPEMEHHBIM CHUCTEMaM MAIIMHHOTO IMEpeBoja €lle AANEKO A0
y4eTa CTUJIMCTUYECKUX TOHKOCTeH. [[axke Ha MOBEPXHOCTHOM CHHTAKCUYECKOM
yYpOBHE HAOJI0/IAt0TCS OLIIMOKU B «OIMACHBIX TOYKAX», [J€ JBa A3bIKa OTINYAIOT-
csi B BbIOOpe cpeAcTB. Hampumep, ¢ TOUKU 3peHUs aHTJIMHCKOTO S3bIKa TJIAroJibl
ask v want OIUHAKOBO YNOTPEOIISAIOTCS B KOHCTPYKIIMSIX:

I wanted him to go away u I asked him to go away.

[Ipu nepeBoje Ha PyCCKUIl — KOHCTPYKIIMHM COBEPILIEHHO pa3HbIe: B IEPBOM
ciy4yae TpeOyercs riyOMHHBIA aHaU3, YTOOBI MONY4YUTh nepeBoi: A xomer,
umooOwvl on yuien. Bo BTOpOM e ciydyae UMEETCS OYEBHJIHBIN MOBEPXHOCTHBIM
nepeBoa: A npocun eco yumu. Ognako cucrema PROMT nepeBogut A xomen,
umobwvl on ywen xak I wanted that he has left, HO He nenaer OMMOKU TPU
niepeBojie [ wanted him to go away Ha PYyCCKUM A3BIK.

Jpyro#t pacnpocTpaHEeHHBI THUIl OMMOOK MPU MEPEBOAEC — HENMPaBUIbHBIN
BBIOOp CJIOBApHOTO 3KBHUBaJIeHTa. OOIIEU3BECTHBI TPYAHOCTU IIPU MEPEBOJE HA
MHOCTPAHHBIN S3bIK C IJIOXMM CJOBapeM, TJI€ MpeasiaraeTcsi HECKOJIbKO Iepe-
BOJIOB JIAHHOT'O CJIOBA, HO HEMOHSTHO, KAKOW M3 HUX — BEPHBIM B KaXIOM
KOHKPETHOM CllyYae.

Hyxnas mndopmanusi o BbIOOpE SKBUBAJEHTa B CIOBapsX, Kak MPaBUIIO,
OTCYTCTBYET. Bce M3BeCTHbIE HAM CHCTEMbl MAIIMHHOTO MEPEBOAA JIENAI0T ATY
omuOky. Croa e mpuMbIKaeT mpodieMa neperojaa ¢hpazeosoru3MoB (1adso-
HOB). Hanpumep, npennoxenue Mwvi cHsanu Oayy KOMIBIOTEP BOCHPUHUMAET
«MO-AETCKMW» OYKBAJIBHO W TNEpeBOIUT Kak We have removed a summer
residence. CurHain o BbIOOpE BO3MOKHOTO BapHaHTa 3/1€Cb MOXET J1aBaAThCS
CJIOBOM Jaua.

Hakonen, 3amMeTHM, 4TO B CJIOKHBIX CIIy4asX BO3MOKE€H YpOBEHb Mpe-
CTaBJ€HUsS (pa3bl, UCIONb3YIOLUIUN JIEKCEMbl OJHOBPEMEHHO U3 JBYX SA3BIKOB.
3aMeHbl OJHUX JIEKCEM Ha JpYrue JOJDKHBI MPOU3BOJUTHCS C TEMH Ke
MPEIOCTOPOKHOCTIMH, KAKUE MMPUMEHSIOTCS MPU UCIOJIb30BAHUHN COOCTBEHHBIX
MMEH B MOJAJIbHBIX KOHTEKCTaX.
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Jlekumna 3. 3agaym MawMHHOro nepesoaa

PaboTa Hag nmporpamMmoii, KOTopasi epeBOAUT C OJHOIO SI3bIKa HA JIPYTOH,
pa30uBaeTcsa Ha TPU OYEBUIHBIE MTO3a1aUH:

® CO37aTh JOCTATOYHO TMOJIHBINA CJIOBaph WM HAOOp TEMAaTHYECKHX CJIO-
Bapeu;

® Hay4YWTh CHUCTEMY pAacClO3HABaTh HE TOJIbKO CJIOBA, HO U YCTONYMBBIC
000pOTHI;

e (opmanu3oBaTh NpaBuUiIa MEPEBOA C YYETOM IPAMMATHUKHU S3bIKOB.

Kakoli cnoBapp HyXeH MammHe?

Korzaa Mbl nepeBoiMM TEKCT, HAPUMEP, C AHTIIMICKOTO SI3bIKa Ha PYCCKHUIA,
M HaxoJUM B CJOBape HE3HAKOMOE HaM CJIOBO, Hampumep «computer», To,
y3HaB, 4YTO MO-PYCCKM 3TO 3HAUYUT «KOMIBIOTEP», Mbl YK€ O€301n004YHO
HaIMIIEM B 3aBUCHMOCTH OT KOHTEKCTa: «Ha KOMIIBIOTEPE), «C KOMITBIOTEPOMY
U T.7. To ecTh MOCTaBUM B COOTBETCTBUE HE Ty COBOKYITHOCTh CHMBOJIOB, KO-
TOpbIE IPOYUTAIIN B CIIOBape, a APyryo!

DTO CBS3aHO C TEM, YTO CYIIECTBUTEIIbHBIE B PYCCKOM SA3BIKE M3MEHSIOTCA
10 MaJie’kaM U 10 YUCIaM, Y OJTHOTO CYIIECTBUTEIBbHOIO MOXET CYIIECTBOBATh
10 12 pa3sbix GopM, a y TJIarojioB U MpUiIaraTeIbHbIX KOJIUYECTBO Pa3IUUYHbIX
dbopmM, Kak TpaBWio, e€ile OoJblie. ITO O3HAYaeT, YTO B CHUCTEME JOJDKEH
CYILLECTBOBAaTh HEKOTOPHIA (hOpMalIbHBIA METOJl omucaHusi Mop(doiaoruu, Ha
KOTOPOM OCHOBBIBA€TCSl BBIOOp €AMHMIIBI ciioBapsi. I COOTBETCTBEHHO, YeM
Oonbie coBO(OPM pacro3HAeT CUCTEMa MPU MEHBbIIEM O00beMe 3amucedl B
cloBape, TeM OHa coBeplieHHee. UToObl OLIEHUTb, HACKOJBKO 3TO CIOXKHAS
3ajaya, ckaxxeM, yto B cucteMe PROMT mopdoiioruueckoe onvcanue, paspa-
OOTaHHOE TOJILKO [IJII PYCCKOrO si3bIka, cojaepkut ©Oonee 800 Tumos
CJIOBOU3MEHEHUM.

N3BecTHO, YTO B pa3IMYHBIX TEMAaTHKaX OJAHO U TO K€ CIOBO MEPEBOAMUTCS
COBEPILIEHHO MOo-pa3HoMy. Hampumep, aHIIIMICKOE CIOBO «goaty MOXET Iepe-
BOJMUTBCS M KaK «KO3€J», U KaK «1apOBOM MOJIOT» — B 3aBUCMMOCTH OT TOTO, O
yeM wujaer peub. [loaToMy, BuUauMO, Al MepeBoAa TEKCTOB, HMEIOLIUX
OTHOULIEHUE K pa3HbIM cepaM, OTpaciasiM U T.JA., Hy>KHbI Pa3HbIE JJIEKTPOHHBIE
CJIOBapH.

Opnako pa3OueHwe 1O TeMaTUKaM HE pellaeT MOJHOCThIO 3aJayH,
HalpyuMep B AHIMVIMMCKOM $S3bIKE OTJIMYMTH B MPEAJIOKEHUH TJIArojl OT CyIie-
CTBUTEJIBHOTO MOKHO TOJIbKO O cMbIciy. Tak cioBo «like» MoxkeT o3HauaTh
«WTOOUTH», «HPABUTHCA» WM «IOXOXKUID», «IMOAOOHBIIN», M TO, YTO MBI
0€301MO0YHO BHIOMpPAEM B KOHTEKCTE MO CMBICIY, JIJIi MAIlIUHbBI JOJKHO OBIThH
dhopmaIu3oBaHo.

OgHuM U3 TOHSATHM, JEXalllUX B OCHOBE IMOCTPOEHHUS CHCTEM IEepeBOa,
ABIIAETCS NOHATHE (PpeliMa, KoTopoe ObLIO BBENEHO eule B 1974 rogy ogHuM U3
OCHOBOITOJIOXXHUKOB HCCIEAOBAHUS METOJIOB OMHCAHUS €CTECTBEHHBIX S3bIKOB
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MapBuHOM MMUHCKHM, BBICKA3aBIIUMM IIPEANOJIOKEHUE O TOM, 4YTO YEJIOBEK
MHTEPHPETUPYET KaXIbl OOBEKT MOCPEeACTBOM (ppeiiMoB. PpeiiM — 3TO HEKHid
HAa0Op JaHHBIX, KOTOPBIM oOMNHCHIBaeTCs 00BEKT. Kaxaplii ¢peiim comepx ut
OTJIEJICHUS! WJIM CIIOThI, B KOTOPBIX COOpaHbl onpeaeieHHble aTpuOyThl JAHHOTO
oObekta. Hanmpumep, (peliM MOHATHA «KOILIKA» MOXKET COAEpkKaTh aTPUOYTHI
«XO3HUH», «IBET», «IOJ», «BO3pACT» U T.A., PpelM MOHATHUS «CYLIECTBUTEb-
HOE» — aTpUOyThI «POI», KIAAEK» U T.[.

Eme oauH TepMUH, KOTOPBIM HEOOXOJMMO BBECTH MJIsSl JajbHEUIINX
paccyxaeHul, — nouarue cucrteMsl nepesoga tuna TRANSFER, koropoe noa-
pasymeBaeT, 4YTo aJIrOpUTM IIepeBOJA OCHOBBIBAETCS HA AHAIU3E BXOIHOTO
NPEAJIOKEHHUS] B TEPMUHAX CTPYKTYpP BXOAHOTO sI3bIKa, MPeoOpa3oBaHUU 3TOM
CTPYKTYpbhl B aHAJOTMYHYIO CTPYKTypy BbixogHoro sizbika (TRANSFER) wu
IIOCJICAYIOIIEM CUHTE3€ BBIXOAHOTO IPEMIOKEHUS 10 MTOJYYEHHOU CTPYKTYPE.

[IporpeccuBHBIM OIX0/I0M C TOUKH 3PEHUSI MATMHHOTO NepeBoia (MMEHHO
OH peasn3oBaH B cucteMax PROMT) sdaBnsercss TOT, IpyU KOTOPOM BMECTO
IIOCJICIOBATEIBLHOIO IIPOLECCA aHaM3a U CUHTE3a IPEIIOKECHUSA UCIOJIb3YETCs
IIPEe/ICTAaBIICHUE Tpollecca MEpPeBojia Kak Ipolecca ¢ «O0ObEKTHO-OPUEHTHPO-
BaHHOW» CTPYKTYpOH, OCHOBAaHHOW Ha Hepapxuu 00padaThIBaEMbIX KOMIIO-
HEHTOB IIPEIJIOKEHHUS.

Cucrema PROMT Bwmecto mnocienosarenbHoro «TRANSFER-moaxonay
VCIIOJIB3YET HUEPApXUUYECKUU IOAXO0J, PasAEiAIoLMN IIpoLecc IepeBoja Ha
B3auMocBs3aHHble TRANSFERS nns pasnoro yposus. Ilpum Takom monaxone
BBIJIEJISIOTCS YPOBHU: JIEKCMUECKMX €IWHMI]; TPYNN; MNPOCTBIX W CIOKHBIX
IIPEIII0KEHU M.

1. IlepBbIii ypOBEHb — JIEKCMYECKAs €IWHHIIA — OTO CJIOBO WJIM CJIOBOCO-
yetaHue. CJI0BO ONMCHIBAETCS KaK COBOKYITHOCTh OCHOBBI M OKOHYAHMS, YTO
JTaeT BO3MOKHOCTb OCYILECTBJIATh pPACIlO3HABAHME BXOJHBIX CJIOB U CHHTE3
BBIXOJHBIX MO MX MOP(OJOrnyeckod HHQPOpPMaLUU, TO €CTb HPOU3BOAMTH
TRANSFER Ha MopdosoruyeckoM ypoBHE.

2. Crnenyroomuii ypoBeHb — ypPOBEHb TPYIIl — pacCMaTpUBAET 00Jiee CIOXK-
HbI€ CTPYKTYpbl (IpYIIIbl CYIIECTBUTENbHBIX, IMpUIarareabHbIX, HaApEYUil U
CJIOKHBIE TJIaroyibHbie (opMbl) U cooTBeTCTBEeHHO ocyuiecTBisieT TRANSFER
Ha ypPOBHE TPYIIIL.

3. Tperuil ypoBeHb NPEAYCMATPUBACT AHAIU3 MPOCTHIX MPEITOKEHUN KaK
KOHCTPYKIIMM, COCTOSAIIMX M3 CHHTAKCHUYECKUX €IWHUI, W BBINOJHIECTCA Ha
ocHOBE (peiiMOBBIX CTpyKTyp. Ha ocHOBe Tak Ha3blBa€MOW BaJEHTHOCTHU IJa-
roja (WM CHOCOOHOCTU TIJarojia MNPUCOEAUHATH COOTBETCTBYIOIIME TI'paM-
MaTuyeckue (opMbl) OMPEAEISIOT 3aloJHEHUE COOTBETCTBYIOLIEro (¢peiima.
Jns xaxgoro tuma GpeiiMoOB CyIIECTBYET HEKOTOPBIM 3aKOH MpeoOpa3zoBaHUS
BXOJHOTO (peitma B BeIXOHON. TakuM oOpaszom, ocymectBisiercsi TRANSFER
Ha YPOBHE NPOCTBIX MNPEIJOKEHUN. AHAIU3 CIOXKHBIX MPEIIOKEHUN Mpen-
CTaBJIsIeT cO00i1 enie Oosee HEOPAUHAPHYIO 3a/1auy .
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NIMeHHO 3TH 10X0/1bI MOJIOKEHBI B OCHOBY Pa3pabOTKH MEPBbIX IPOrpaMm
MamHHoro nepesoga PROMT, koropsie nosBuiiuch B 1991 roay. BeiOpanubie
MOJAXO0/bl TIOCTPOEHUSI AJITOPUTMOB OIpaBJain ce0s B MOCIEAyroIMX, Oosee
CJIOXHBIX pa3paboTKax. 3a MOCIeAHHUE AECITh JIET KOMIaHusl JOOUIACh YCIEXOB
HE TOJIBKO Ha POCCUICKOM, HO U Ha MUPOBOM YpoBHE. [locneanue noctuxeHus
PROMT BbIpazwinch B nosiBieHun JuHUM npoaykroB PROMT 2000, B koro-
phIX 0€3 M3MEHEHWIl MPUHUMUIHUAIBHBIX MOIXO0JI0B MHOTO€ OBLIO CHENIaHO IO
Pa3BUTHIO TEXHOJIOTMM MEPEeBOJia U OpraHu3alnuu Ooliee JIPY>KECTBEHHBIX HH-
TepdeicoB, pa3IMUHbIX I paOOThI MpodeccuoHala, JOMAIIHEro MOJIb30BaTeNs
u uccuenosarens MaTepHeTa.

Jlekuua 4. CDyHKLI,VIOHaJ'IbeIe BO3MO>XHOCTW MalLMHHOIO nepeBoga

OyHKIMHM, KOTOPHIC BBITOIHSIIOT PA3IMYHBIC MPOrPAMMBI-TIEPEBOIUNKH,
pa3paboTaHHbIE Pa3IUYHBIMU (PUPMaMH MPUOIU3UTENIBHO CXOAHbI. PaccMoTpum
JOCTH)KEHHSI TEXHOJOTMH MAIMHHOTO IepeBoJa Ha MpUMEpPE MNPOrpaMMHBIX
npoaykroB komnanuu PROMT. HoBoe siapo mepeBoja oOecneunBaeT Oosee
KOPPEKTHBIM MEPEBOJl ¢ Yy4EeTOM MOP(OIOrHYECKUX, CEMAHTUUYECKUX U CHH-
TaKCHUYECKUX CBs3ed. Paznuunble (yHKIMOHAIbHBIE BO3MOXKHOCTH Ipejiarae-
MBIX IIPOrPAMM IO3BOJISIIOT ONTUMAIBHO PEIIUTh MPOOIeMbl IEpeBoia B oduce
u B UHrtepHere. Pacmpunucek ciaoBapu (B 4aCTHOCTH, B HOBOW BEpCHUHU IMaKeTa
MOSIBUJICSL AHTJIO-PYCCKO-aHIIMICKUN cioBapb odbemMom Ooisiee 1000000 cio-
BapHBIX cTaTeit!).

Crano ynoOHee NPOU3BOJAUTH MEPEBOJ, MOJb3YSICh HHCTPYMEHTaMU
Microsoft Office. IlepeBoa cran noctyneH Bo Bcex npuioxkeHusix Word, Excel,
Outlook, PowerPoint u FrontPage.

Jlo0aBUIIOCH KOJMYECTBO Map sI3bIKOB nepeBoja. [loBeicuiiack 3ddexTus-
HOCTh MepeBoja OJyiaroapsi MCIHOJIb30BAHUIO TEMATHUK JIOKYMEHTa, KOTOpbIE
MO>XHO COXPaHUTh B IIA0JIOHE TEMATUKU U UCIOJIb30BaTh B JaJlbHEHIIEM IpU
NIEpPEeBO/IE TEKCTOB 10 JAHHOU TEME.

[lo xIHOYEBBIM CJIOBaM CHCTEMA MOKET aBTOMATHYECKH MOJAKIIYATh
TEMaTUYECKUE CIIOBapH, a npu pabore B MHTepHeTe — mogo0paTh TEMATUKY U
HaIpaBJICHUE MepeBoAa i onpeaeneHHoi Web-cTpaHuiibl.

Hosas Bepcust PROMT Internet 2000 umeeT GyHKIIMU NEpEeBOAA, KOTOPHIC
BcTpauBaroTcs B Microsoft Internet Explorer 5.x; nepeBon Web-ctpanui Moxet
OCYILIECTBIISITLCS B Opay3epe-niepeBoqunke WebView.

B HoBoOI1 Bepcun pomainHero nepeoguuka Magic Gooddy 2000 nosBuincs
P57 HOBBIX BO3MOYKHOCTEM, CBA3AHHBIX C O0YYEHHEM SI3bIKY U TECTUPOBAHUEM.

IIpogheccuonanvnasn cucmema nepesooa PROMT Translation Olffice 2000 —
3T0 Ha0Op MNpodecCUOHANBHBIX MHCTPYMEHTOB, KOTOPBIA B 3aBUCHUMOCTU OT
BU/JIa TOCTABKU BKJIIOYAET Pa3IMUYHbIC MAphI IEPEBOAA:
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v/ QHTITHHCKUI-PYCCKUN-aHTITHICKIT;

v’ HEMELKUI-PYCCKUM-HEMELKHUIA;

v (paHIy3CKuii-pyCCKUi-(paHIly3CKHiA;

v/ UTabIHCKUN-PYCCKHIA;

«l'uranT» (BKJIIOYAET BCE BBHILIECNIEPEUNCICHHBIE A3bIKOBBIE HAIPABICHU).

Cucrema UMeeT Ipy>KeCTBEHHbIH HHTEpQENC U Jlerka B 0ocBoOeHHH. B pamkax
OJIHOM CHUCTEMBI JIOCTYTIEH HE TOJILKO MEPEBO/I, HO U MOJHBINA CIIEKTP CEpBUCA O
pabore ¢ nokymeHtamu. CucreMa HACTpawBaeTCsi Ha IEPEBOJ KOHKPETHBIX
TEKCTOB, MPEAOCTABISAECT BO3MOXKHOCTh MOJKIIOUEHHS CHEIUAIN3UPOBAHHBIX
IIPEIMETHBIX CIIOBAPE.

PROMT — MoaynbpHasi cuctemMa ¢ BO3MOXHOCTbIO BHIOOPOYHOW YCTaHOBKH
HEO0OXOJAMMBIX KOMIIOHEHTOB M3 BOCBMH JOCTYIIHBIX, KOTOPbIE€ MPEAOCTABIISAIOT
CJIEIYIOLIME BO3MOXKHOCTH:

SmarTool — peanusyer QyHkuuMu mnepeBoja B HpuiiokeHHsX Microsoft
Office;

Mail Translator— BcrpauBaercsa B Outlook 2000;

PROMT — npodeccuonanshas cpeia nepeBoja;

Dictionary Editor — cpencTBo co3nanusi 1 KOPpPEKIHUH CIIOBAPEi;

Electronic Dictionary (BxoauT Tojibko B koMiiekTanuu «I urant» u ERRE);

WebView — 6pay3ep-nepeBoI4uK;

QTrans — ynponeHHbIN peAaKkTOP-NIEPEBOIUMK;

Clipboard Translator — nepeBoiunk TeKcTOB Oydepa oOmMeHa;

HNuTterparop — cpeacTBO OCTYyIA K IPUIOKEHUSIM CEMENCTBA.

llpogheccuonanvnasn cpeoa nepesooa PROMT npencrapisieT coboil MoI-
HBII TEKCTOBBII pelakTop ¢ HacTpauBaeMbIM HMHTepdelicom B ctuiie Microsoft
Word 2000. Best pabota ¢ MCXOHBIM TEKCTOM M MEPEBOJAOM OCYLIECTBIISIETCS B
OkHe JokyMeHTa. CucreMa MO3BOJSET HE TOJBKO OCYIIECTBIATH IEPEBO
TEKCTOB, HO U MPOU3BOJUThH BECh KOMILIEKC O(DUCHON pabOThI C JOKyMEHTaMHU.

Bcempausanue nepesooa 6 npunoowcenus MS Office (SmarTool). Jlannbiii
KOMIIOHEHT peanu3yeTr (yHKUMHM HepeBoja B npuiioxeHusix Microsoft Office
2000 u mo3BoisieT J00aBIATh MOJHOPYHKIIMOHATIBHOE MEHIO TIEpeBOjia B pas-
auuHble npuioxeHus: Microsoft Office.

Cpeocmeo npocmompa Web-caiimos (WebView) — mpenctaBisier coOoit
cpenctBo mpocMmorpa Web-CcTpaHull Ha WHOCTPAHHBIX SI3bIKAX C aBTOMAaTH-
YECKUM MEPEBOOM.

Cucrema oOecrieyuBaeT CpPaBHUTENBHO OBICTPbIA OHJIAHHOBBIM TEPEBOJ
TEKCTa W TUIIEPCCHUIOK, MO3BOJIIET OCYILIECTBUTH OJIHOBPEMEHHBIN MPOCMOTP
ucxoHoi Web-cTpaHulbl U CTpaHUIIBI IEPEBOJIA, COXPAHIET (pOopMaTUPOBAHUE
IIPU MEPEBO/IE.
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[Tonb3oBaTenb KMMeEET BO3MOXKHOCTH BbIOOpAa TEMATUKHM W HAIpPABICHUS
nepeBoja. EcTecTBeHHO, MpU HAJIMYMU TpaUUECKUX AJIEMEHTOB Ha CTPAaHUIIE
00bEM NEPEBOAUMBIX €IMHUIL] CHUYKAETCS.

WebView ucnosib3yeT HOBYIO TEXHOJIOTHIO 3allOMUHAHUSI TEMATUKU s
nepesoga — SmartURL, kortopas 3akiro4aercss B TOM, YTO MPUIIOKECHUE
3alIOMUHAET TEMATUKY W HAIPABJICHUE IEPEBOJA TOW WM MHOM NEPEBOAUMOM
Web-cTpanuipl 1 npu HOBTOPHOM OOpAIllEHHH HCIONB3YET 3alIOMUHAEMbIE
napameTpbl aBTOMaTHYECKHU.

Hacmpotiwux cnosapeii (Dictionary Editor). B nponecce nepeBoaa psif
CJIOB 4acTO ObIBAaET MEPEBEJEH HEY/IayHO, a HEKOTOPhIE BOBCE HE MEPEBE/ICHBI.
OPheKTUBHOCTh MEPEBOA TMOBBIIIACTCS MPU MOMEIICHUH TOJO0HBIX CJIOB B
M0JIb30BATEJILCKUE CIIOBApU WM 3a CYET U3MEHEHMM B TeKyleM ciioBape. Ha-
CTpoOIiKa ciaoBapei ocyuiecTBisgeTcs ¢ nomouipio Dictionary Editor, nmeroniero
MHTEJUIEKTYaJIbHbIE aJITOPUTMBI TTOMIOJIHEHUSI CIIOBAPEil.

Onexmponnviti  cnosapv  (Electronic  Dictionary). WHTerpupoBaHHBIN
AJIEKTPOHHBIN CJIOBAph BXOAUT TOJBKO B KOMIUIEKTAUMW ['Mrant u B pyccko-
AHTJIMMCKYI0 — QHTJI0-PYCCKYIO BEPCUU.

CnoBapb COAEPKUT OOJIBIIOE KOTUYECTBO CJIOB U CIIOBOCOYETAHUU (OKOJIO
1000000) u3 50 mpeameTHBIX OOJIacTEd, a TakX e IOMOJHUTEIbHYIO Ipamma-
TUYECKYI0O MH(POPMALIUI0 O TOM, KaK CKJIOHSETCA JIaHHOE CJIOBO M B KaKUX
CJIOBOCOYETAHUAX OHO UCIIOJIb3YETCS.

CrnoBapb NPUHUUIIMAIBHO OTJIMYAETCS OT TPAJAULIMOHHON (OPMBI MTpEACTaB-
JeHus: UHpopMaluu B OYMa)KHbBIX CJIOBApSX, MPUHATOM, HANPUMEpP, B TAKOM
cioBape, kak Lingvo 6.0.

OcHoBHbIM oTinuueM cioBapds PROMT sBnsiercst ero moaxoa K oTOOpy
NEPEBOJIHBIX 3KBUBAJIIEHTOB, TP KOTOPOM MHOrooOpa3ue BapUaHTOB MEpPEBOAA
CBEJICHO K JIByM-TpeM HauboJjiee ynoTpeOumbiM U noaxoasumuM B 90 % cruy-
4yaeB, a MHOrooOpa3ue 3HAUYEHUU CJIOBA KOMIIEHCUPYETCS OIPOMHBIM KOJIH-
YECTBOM CJIOBOCOYETAHMM, BKIIFOUAIOIIMX 3TO cJioBO. i Hac mogoOHas dopma
OpraHu3alliy CJIOBapsi Kak CIPAaBOYHOIO CPEACTBA MOKA3ajlach HECKOJIbKO He-
IIPUBBIYHOMN. XOTsl, BEPOSATHO, UCIIOIb30BAHUE CIIOBAPEU C Pa3HOU CTPYKTYpPOU B
npodeCCUOHANIBHON pab0Te MOXKET ObITh BEChMa IMOJIE3HO.

Onepamusnbiii nepegoduux koppecnonoenyuu (Mail Translator). I1o cpen-
CTBO /ISl IEPEBOJIa KOPPECIIOHACHIIMH, KoTopoe BcTpauBaercs B Outlook 2000.
Vka3aB mnapameTpbl BXOJALIEH KOPPECHOHACHIMH, [OJIb30BATEIb HMEET
BO3MOXXHOCTh OpPraHW30BAaTh aBTOMATHUYECKUN MEPEBOJA C COXpPAHEHUEM Iepe-
BOJIOB B YKa3aHHYIO MAIIKYy.

Bcnomoeamenvnvie npunoscenus. QTrans — mepeBos 0€3 BO3MOXKHOCTEH
dopmarupoBanug. C MOMOILBIO JAHHOW NpOrpaMMbl YA0OHO OBICTPO MEPEBECTH
HaOpaHHbBIN TEKCT UJIM TEKCTOBBIN (aili.
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Jlekumna 5. Micnonb3oBaHWe CUCTEM MaLUMHHOIO nepesoa B yyebe
N NPaKTUYEeCKON AeATENbHOCTU

CyluecTBYIOT TpHU THUIIA [EPEBOJIA: YEIOBEUECKUH, MAIIMHHBIA U YEJIOBEKO-
MalIMHHBIMA. [lepBblii THII, BHE BCSAKHUX COMHEHHM, SIBJISETCS CAMBIM TPYIO-
€MKHUM, OJIHAKO, Ha TEPBBINA B3I, OH KaKETCs Haumboliee HaJCKHBIM, IO-
CKOJIbKY KTO, €CIId HE 4YeJOBEK, CIOCOOCH aJeKBATHO MepeaaTh CMBbICIH,
3aKJII0OYCHHBIA B TeKkcTe? TeM He MeHee, OoJiee BHUMATEIbHBIN B3I HA MPOO-
JeMy T03BOJISIET OOHAPYXKUTh, YTO YEIIOBEYECKUN TMEPEBOJ IMO-HACTOAIEMY
[IEHEH WJIU, €CJIM XOTUTE, OECIICHEH TOJBKO B XYJ0’KECTBEHHOU JUTEpaType H,
OTYACTH, B MyOJUIIMCTUKE, T/I€ BAXKHBIMU (PaKTOpaMu SIBISIIOTCS pa3HOOOpasue
M TBOPYECKHM moAXxod. B TO ke Bpems, HaydyHbIE MU TEXHUYECKUE TEKCTHI
TpeOyIOT cTporux (HOPMYJIUPOBOK M TOYHOTO CJIEIOBAHUSI TEPMUHOJIOTHH, YTO,
COTJIaCUTECh, BpEMEHAMHU TPECTABISET JIJIsl yeloBeka mpobiemy. UneanbHbiM
CPEIICTBOM JJII TEXHUYECKOTO MepeBojia MOT Obl OKa3aThCS KOMITBIOTEP, HO B
OJKaIie TOJbI YHCTO MAIIMHHBIA IIEpeBOJI €/IBa JIM HAWIET Cephe3HOE
MPAKTUYECKOE MPUMEHEHHE B CUJIYy CJIOKHOCTH, MHOrooOpa3us W HeJocCTa-
TOYHOU «(OPMAIIN3yEeMOCTH» €CTECTBEHHBIX S3BIKOB. BBIXOJIOM M3 MOJIOKEHUS
SBIIACTCS KOMOWHHPOBAHHBIN, YEIOBEKO-MAITUHHBIN TEPEBOI, BBITIOIHSIEMbIN
IpY JOMUHHUPYIOUIEW POJIA YEJIOBEKa, HO C IIPUBICYEHUEM BO3MOXKHOCTEHN
BBIYUCIIUTEIbHON TEXHUKH.

B nacrosiee BpeMs rpaMOTHOMY YEJIOBEKY HEMBICIUMO OOXOIUThCA Oe3
3HAHUSI MHOCTPAHHOTO s3bIKa. Kaxxpiii nosbzoBarens [IK, Hanpumep, nepuoau-
YECKU CTAJIKMBAETCS C TE€M, YTO HEKOTOPBIE NPOrpaMMbl HE UMEKT PYCCKOTO
uHTepdeiica, U I KOPPEKTHOM pabOTHl B AAaHHOW Mporpamme IMpoCTO HEoO-
XOJIMMBI XOTs Obl 0a30BbIe 3HAHUS AHTJIMICKOIO A3bIKa. HaBuramus u oOeHne
B MHTEpHETE, IIEpEeBO HAYUHBIX CTAaTEH, 3JEKTPOHHAs KOMMEpPLMS, Y4acTUE B
MEXIYHAPOJHBIX KOH(MEPEHIUAX, C YEM eIlle MPEICTOUT CTOJKHYTHCS HBIHEIII-
HEMY CTYAEHTY? B M3yueHHH MHOCTPAHHOTO SI3bIKa U B NMPAKTHUUYECKUX 3aJlauyax
nepeBojia (He JUTEpaTypHOro, a Kak BBIIIE YK€ OTMEYalIOCh — IEpeBOjJia Ha
MOBEPXHOCTHOM yPOBHE) 0€3yCIOBHO TTOMOTYT CUCTEMbI MAIIIMHHOTO TIEPEBO/IA,
Y UCTOJIB30BaTh UX HAJIO yXKe cenyac.

CtpeMuTenbHbIE MOTOKA MHPOPMAIMOHHOTO OOMEHa MEXIy BBICOKOpa3-
BUTBHIMH MTPOMBIILJICHHBIMA CTPaHAMU, JIABUHA HAYYHO-TEXHUYECKOW JTOKYMEH-
TalUy, MOCTYIAKOWAsl OT IPOU3BOAUTENIEM TOBAPOB M COBPEMEHHBIX TEX-
HOJIOTHH, TpeOyIOT COBEpIIEHHO HOBOIO TOJAX0/Aa K Mpobieme mepeBoaa
TEXHUYECKOU JINTEPATYPHI. BBIX0A OIMH: MAaKCUMaJIbHO aBTOMATU3UPOBATh IPO-
LIECC, OCTABUB YEJIOBEKY €r0 TBOPUYECKYIO PEAAKIMOHHYK 4acTb. B 3TOM 110-
MOraeT CUCTeMa MAIIMHHOIO nepeBoja. Ee mapaMeTpsl JOJDKHBI yAOBIETBOPATH
YETHIPEM OCHOBHBIM TpPEOOBAHUSIM: OIEPATUBHOCTh, THUOKOCTh, CKOPOCTH,
TOYHOCTb.
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Onepamusnocms MAIIMHHBIX CUCTEM — 3TO BO3MOXKHOCTH IOCTOSIHHOTO
TMOTOJIHEHUS CIIOBAPHOTO 3araca U CO3JaHUsl HOBBIX TEMATUUYECKUX ciioBapen. B
ATOM TlapaMeTpe OHU 3HAYUTEIBHO OINEPEKAIT MPUBBIYHBIE THUIOTpadCKUe
W3JAHUs Pa3JIMYHBIX CIIOBAPEH.

Tubkocms — 5TO BO3MOXHOCTb «2pyOol HACMPOUKU» HA KOHKPETHYIO
MpeAMETHYI0 00J1acTh (ISl ATOM LM CIIyXaT CIeNHAIM3UPOBAHHbBIC CIIOBAPH)
U «MOHKOU HACMPOUKUY HA KOHKPETHBIN TEKCT, KHUTY WM TPYIITY JOKYMEHTOB
(MoauduLMpyEMBbIE MOIb30BATEIBCKHUE CIOBAPH).

Ckopocmb — BO3MOYKHOCTh aBTOMATHYECKOI'0 BBOJA U 0OpaOOTKH TEKCTO-
BOM nH(popmanuu ¢ OymMaxHbIX HocuTenei. Toabko oHa cucTeMa ONTHYECKOTO
BBoJIa TeKCTOB (OCR-System) €XeNHEBHO 3aMEHsSET Oojiee JECATH KIACCHBIX
MaIlMHUCTOK.

Tounocmb — CTWIMCTUYECKM W TpaMMATHUYECKU TpaBUJIbHASI aJieKBaTHasI
nepejadya CMbICiia UCXOJHOTO0 TEKCTa Ha SI3bIK IMepeBojia. ITO Haubojee «ys3-
BUMOE€» MECTO CUCTEM MAIIMHHOTO TepeBojia. OMHAKO CTOJb SIBHOE YIyUIlICHHUE
KauecTBa MEpeBOJia B MO3JIHUX BEPCHUSX CHUCTEM MAIIMHHOIO MEpeBOja, Kak
Harpumep, PROMT 2000, BcensieT yBEpEHHOCTh, YTO BCKOPE KOMIIBIOTED MOJI-
HOCTBIO MIPUMET Ha ce0s1 BCIO PYTUHHYIO 4acTh NIEPEBO/IA.

BroiBo gnBI

MamunHablii nepeBog — 3T0 3(Q(PEKTUBHOE CPENCTBO AJIA MPOCMOTpa H
MOMCKa MH(POPMALIMK Ha NHOCTPAHHOM SI3bIKE, U UMEHHO 3Ta (PYHKIUUS SABIISIETCS
riaBHoi npu padore B Internet. [lanee, B pe3yiapTaTe HACTpOWKH Ha Mpe.-
METHYI0 00JIacThb W MHTErpaluu ¢ APYrMMH IporpaMmamMu oO0pabOTKU JI0KY-
MEHTOB CpPEJCTBO MAIMHHOIO NEPEBOJA IMO3BOJISIET aBTOMATU3UPOBATH IIOJIY-
yeHue rnepesoaa. M HakoHeEW, — 3TO YHUKAJIbHBIA 'YMaHUTApHbIA UHCTPYMEHT,
MO3BOJIAIONIUN MPEOI0JIEBaTh MPOOJIeMbl OOIIEHHUS B CUCTEMax, paboTaronux
Ha pa3HbIX fA3bIKax. M moskaimyi, caMblid TJIaBHBIM, [TIOUCTUHE PEBOJIFOLIMOHHBIN
JUIS. TIPUKJIAQOHOM JIMHTBUCTUKH BBIBOJ COCTOUT B TOM, 4YTO MHOTHE pas-
pabOTYMKU OCO3HANIM: MPU CO3AAHUM MPOTPAMMbl MAIIMHHOTO MEPEBOAA KPOME
XOpOILIO PEeaNM30BaHHON JIMHTBUCTHKM HEOOXOAMMa JOCTOWHAs MpOrpaMMHas
peanusanus.

HecomueHnHO, cpeacTBa MalIMHHOTO NEPEBOJA HUKOTAA HE CMOTYT YJIABIIN-
BAaTh BCE CMBICIIOBBIE HIOAHCHI OPUTHMHAIBHOIO TEKCTA. Paznuuus B CHHTakcuce
U CEMaHTHUKE, 0COOEHHO MEX/y 3alaJHbIMA U BOCTOYHBIMH SI3bIKAMH, — CKAXKEM
AQHIVIMACKAM U KUTAUCKUM — CIIMIIKOM BEJIMKHU Ul OTOro. /lake CTOpOHHUKHU
MalIMHHOrO NMEPEeBOIa MPU3HAIOT, YTO OH CIIOCOOEH B JIy4llEM ciydae nepeaarhb
OCHOBHYIO CYTh JOKYMEHTA.
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Bonpocsl 1151 KOHTpOJIA

1. Kak npoucxoauio popmMupoBaHue MIKOIbI MAIIMHHOTO TIepeBoaa?
2. KaxoBbI NPUHIUITBI MAIIIMHHOTO MepeBoa cepequubl XX Beka?

3. KakoBbl HemocTaTku OOJIBIIMHCTBA IMPOTPAMM MAIIMHHOTO TEepeBOja
II monoBuHBl XX Beka?

4. Yro onpenensieT KauecTBO nepeBoaa?

5. Uro mpeacTasiseT co00il MaITMHHBIN TIepEeBOT?

6. Kakue BUABI TEKCTOB MAIIMHHBIM TMEPEBOJ OCYIICCTBISCT Haubojee
ynauno? [Touemy?

7. CoOTBETCTBYET JiId TPEOOBAHHSIM MAIIUHBI MEPEBOJ XYI0KECTBEHHOU
JUTEPATYPHI U TT0I3UN?

8. KaxoBbl criocoObI TpeAOTBpAIICHHUS OIIMOOK TiepeBoaa?

9. MoxeT 11 MalTuHHBIN TIePEBO/] yUE€CTh CTHIIMCTUICCKUE aCTICKThI?
10. Kakue 3amauu pemiaet MalluHHBIN IepeBo1?

11. KakoBo nonsarue ¢peitma, BBeaeHHoe M. MuHckum?

12. Kak peanusyeTcs MalllMHHBINA niepeBojl B cuctemMax PROMT?

13. HazoBute pyHKIIMOHATIbHBIE BO3MOKHOCTH MAIITMHHOTO MEPEBO/IA.
14. KakoBO MpakTUYECKOE MCIOJIb30BaHNE MAIIIMHHOTO TIepeBoaa?
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YacTb Il. CMIOCOBbI MEPEBOJA OPATOPCKOW PEYM
N TASETHbBIX SATOJIOBKOB

Beepenue

JNlekumsa 1. OcobeHHOCTH NepeBoaa OpaTOPCKON peuu
Jlekuus 2. NepeBop ra3eTHbIX 3aro/IOBKOB

BbiBoap!

Bonpocbl gns kKoHTpons

BeBeneHue

Kaxxnass pa3HOBUIHOCTH MEPEBOJUMOro martepuaina (1moj pasHOBUIHOCTHIO
MOHUMAETCS JKaHp) OTIMYACTCSI CBOMMHU CHEHU(PUUYECKHUMH YepTaMHu, KOTOPHIE
CTaBIT 0coOble TpeboBaHus k nepeBoay. [loctpoenue oOiel Teopun nepeBoaa
HEMBICIIUMO O€3 aHalM3a Pa3HOBUJIHOCTEHN MepeBoja, 0e3 yuyera UX BHYTPEHHUX
OCOOCHHOCTEM W COOTHOWIEHHS uX JApyr ¢ apyroM. OO 3TOM TOBOpUI
dbpaHiy3ckuil TeopeTuk neperoga IaMoHT Kapu, paccmMaTpuBaBIinii BOpoc HE
C JINHIBUCTUYECKOH, a C KYJbTYPHO-II03HABATEIbHOMN MO3UIUU:

«Co3nanue o0mieil Teopun mepeBoja TpedyeT, BOZMOXKHO, MOJHOTO ydeTa
pa3HbIX BUJOB IE€PEBOAA, CYLIECTBYIOIIMX B Hamle Bpems. OHO TpeOyeT Oosee
rmyOOKOTO aHaln3a KaXJOor0 W3 HHUX, B3ATOIO HE B OTICIBHOCTH U HE
BO3BOJMMOIO B a0COJIIOT, @ paCCMaTPUBAEMOT'0 B CBSI3U C IPYTUMU BUIAMH H 110
OTHOLIEHUIO K HUM. TOJBKO TE€OpHs, CMENO ONMUPAIOLIAsACI Ha BCE 3TU (PaKThI,
BO3HMKIIME B HAlll BEK W CTOJIb PAa3HOPOAHBbIE HA MEPBBIA B3I, CMOXKET
CUMTAThCA 0011 Teopuel mepeBoiay.

NMeHHo myTeM COMOCTaBICHUS U MPOTUBOMOCTABICHUS MOTYT U JIOJKHBI
OBbITh BBIABJICHBI YEPThl OTIWYUSA KaXKJIOM M3 Pa3sHOBUIHOCTEW NEpeBOja.
Bompocy 0 pa3nuuusax B MoAXoAe K NMEPEeBOAMMOMY Marepuaily Obljia MOCBS-
nieHa crarbs JLH. CoboneBa «O mepe TOUHOCTH B MEPEBOMEY», TIE aBTOp Clie-
OYIOIIMM 00pa3oM BBIPA3WJI CBOE IJIaBHOE IOJIOXKEHHE: «...M€pa TOYHOCTH
MEHSIETCA B 3aBUCHUMOCTH OT LIEJIM NIEPEBOJIA, XapaKTepa MEPEBOAMMOro TEKCTa U
YUTaTess, KOTOPOMY MEPEBOJ IIPEIHA3ZHAYAETCS.

C Touku 3peHus TpeOyemMoil «Mepbl TOYHOCTH» OH paccMaTpuBajl MEpPEBO-
JUMBbIA MaTepuall MO TPEM OCHOBHBIM TPYIINAM TEKCTOB — XYJI0>KECTBEHHBIX,
MyOMUITMCTUYECKUX | JCIIOBBIX. B KauecTBe KPUTEpUS TOUHOCTH XYIOKECTBEH-
HOTO TEPEeBOJIa BRIIBUHYTA IMeperada pa3HOO0Pa3HbIX BHIPA3UTEIBHBIX CPEJICTB
00pa3HOCTH, SMOLIMOHAIBHOCTH.

CymecTByeT KpUTEPUM CTUITUCTUYECKHIM:

1) TekcThl razeTHO-MH(GOPMALIMOHHBIE, TOKYMEHTAJbHbIE M CIELHUAIBHO-
Hay4HbIC;

2) npou3BeleHUs MyOIUIIUCTUYECKHUE;

3) npousBeAeHUs Xy0KECTBEHHOU JTUTEPATYPHI.
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B nanHoii pabote paccMaTpuBaeTCsi MEPEBOJ TEKCTa ra3eTHO-UHGOpMaIIU-
OHHOT'O KaHpa, COCTaBJISIIOIIMMU KOTOPOTO SABJISIIOTCA OpaTOpCKas pedyb W Ie-
PEBOJ 3ar0JI0BKOB.

Jlekuma 1. OcobeHHOCTM NepeBoga OpaTOPCKOM peyn

[IpousBenenue oparopa Bcerjia BbUIMBaeTCd B (OpMY YCTHOW peud, HO
BMECTE C TEM OPUEHTHPYETCS M Ha peub JIMTEepaTypHyro. Brinaromuecs npous-
BEJICHUSI OpAaTOPCKOW peun (HauuHas ¢ apeBHed ['peunn u Puma) coxpanunuch
MMEHHO B BHJI€ JTUTEPATYPHBIX TEKCTOB, U BCE TO, YTO MbI 3HaeM 00 opaTopax
IPOLIOr0, Mbl 3HAEM TOJBKO IO JINTEPATYPHOMY BOCIIPOM3BEICHUIO UX pedeil
(BHE 3aBUCUMOCTH OT TOr'0, COBIIAJIA€T JIU 3TO BOCIPOU3BEACHUE C TOU (HOPMOi,
B Kakoil oHM ObulM (pakTUUecKH mpousHeceHsl). C pedyamMu COBpEMEHHBIX Opa-
TOPOB — MOJUTHYECKUX JAESATENIeH, YUTATeIb OOBIYHO 3HAKOMUTCS 110 Ta3eTHOMN
uX Tepefaue WM MO OTAENbHBIM m3AaHusM. [Ipu »ToM Habmiomaercs, 4ToO C
OJTHOM CTOPOHBI MMEIOTCS YepThl Crelu(UUIECKUE, XapaKTepPU3yIOIIUe YCTHYIO
peub, Kak TaKOBYIO, C JPYroi k€ CTOPOHBI, 0OCOOEHHOCTH, OOIIHE ¢ HAYYHOU U
OOIIECTBEHHO-TIOTUTUYECKON MPO30H, T.€. APYTMMHU CIIOBAaMHU IPOUCXOIUT
COUYETaHUE YCTHO-PEUYEBOr0 U JUTEPATYPHO-KHIKHOTO Havaa.

[IpousBeneHuss OpaTOPCKOW peur MNPEIbSABISAIOT BCErla ONpPENeSCHHBIE
doHeTHYeCKHE U, B YACTHOCTH, PUTMHYECKHE TpeOoBaHus K mepeBoay. [lpu
NIEPEBOJIE OPATOPCKOM peuM MEePEeBOAYMK 3aKOHOMEPHO CTaBUT ce0e TO XKe
YCIIOBHE, KaKoe CTaBUT ceOe U OpaTop, a UMEHHO: OPUEHTUPYETCS Ha CiyIla-
TeNs. DTO MPAKTUYECKH 03HAYAET HEOOXOJUMOCTh MPEACTAaBUTh Ce0e TEKCT Ie-
peBoJia 3BydYalliuM, YTOOBI BBISIBUTh U YCTPAHUTH TPYIHO MPOU3HOCHUMBIE CKOII-
JeHHs] 3BYKOB Ha OJHM3KOM DPACCTOSHHUH, pU(MYIOIIHECS CJIOBa, M HAKOHEII,
CIIOBa M CJIOBOCOYETAHMS, 3aTPyIHSIONINE TeueHHue (pasbl MpU €€ MPOU3HO-
mieHnd. JKaHpoBO-CTUIMCTHYECKAs crienr(rKa MOJUIMHHUAKA 37eCh HETOoCpel-
CTBEHHEHUITUM 00pa30M ompeensieT IpakKTUIeCKre 3aaun epeBoa.

IlepeBoa opaTOpCKOW peuu, U KaK yCTHOTO BBICTYIIEHUS, U KaK JUTEPATYp-
HOT'O TEKCTa, MOJOOHO BCSIKOMY APYrOMY BHJY NE€pPEBOAA MCKIIOYAET BO3MOXK-
HOCTb CKOJIbKO-HUOY/1b OyKBaJIbHOM NIEpeIayu.

Bo BCAKOM 3MOIMOHAIBHO-HACBIIICHHON M JIOTMYECKA YETKOM PEYM BaXK-
HYI0 OPraHHU3YIOLIYIO POJIb UTPAET CUHTAKCHC, MapauIeIn3Mbl U IOBTOpeHuUs. B
W3BECTHOM BBICTYIUICHUH aHTIUHCKOro nucarelns Pambda dokca, mocBsmieHHOM
namiati M. T'opbkoro, — «JIutepatypa u MoauTHKa» — €CTh HECKOJBKO TAaKUX
MECT, [I€ OTYETJIMBO BBIACIIAIOTCS MOBTOPEHUS CJIOB WJIM TPYII CJIOB B HAayaje
CUHTaKCUYECKOI0 OTPE3Ka:

«Gorki's life appears to us today as a great and significant one because his
life was bound up with the effort to dethrone that God. Gorki's life was bound up
very closely with the past of the working class in Russia, in a period unique in
the history of the world, during which that class emerged to freedom a new
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society built up on a basis of no private property in the means of production, a
society without classes, the first society wherein man has found his full value as
a human being»

B cymiecTByromeM pycckoM mepeBo/ie CHHTAKCHUECKOE MOCTPOSHHE TEKCTa
COXpaHEHO, B YaCTHOCTH, BCE aHa(hOpUIECKUE TOBTOPEHUS MTPEACTABICHBI:

«Ku3up ['OpbKOro MpeacTaBiIsieTCsl HAM Celvac BEJIMKOW M 3HAYWTEIIbHOM,
MIOTOMY YTO OHAa ObllIa CBSI3aHA C YCHJIMEM, HAlpPaBJICHHBIM Ha HHU3BEP)KCHHE
TOil OormHu («O6oruHM OypkyaszHoro ooOmiectBa»). Kuszub ['oppkoro Oblia
CBsI3aHa C MPEBpALIEHUEM PYCCKOro pabodero kiacca B kinacc A ceods. XKuzub
['opbkoro ObuTa TeCHEUIIMM 00pa30M CBsI3aHa C MPOIUIBIM POCCUMCKOTO MpoJie-
TapuaTa, B TCYCHHE C€IMHCTBEHHOI'O IO CBOEMY 3HAUYEHHUIO IMEepHUOJa MHPOBOH
HUCTOPHUH, KOTJa 3TOT KJacc BBIIIEN K CBOOOJIE U K MOCTPOSHUIO HOBOT'O OOIIIe-
CTBa, CO3/IaHHOTO Ha OCHOBAaX OTPHIIAHUS YaCTHOW COOCTBEHHOCTH Ha CpPEICTBA
MPOU3BOJICTBA, OOIIECTBO O€3 KJIACCOB, MEPBOr0 OOIIECTBA, IJie YEJIOBEK CTall
MIOJTHOIICHHBIM YEJIOBEYECKUM CYIIIECTBOM).

B nanHoM mpuMepe mepeBoj COAEPIKUT OJHUM ITOBTOPEHHEM MEHBIIE, YeM
OpUTHHAJ, B TEPBOM JK€ NPHIATOYHOM TPEIJIOKCHUH AaHTIUHCKOE CIIOBO-
couetranue «his life» mepeBeseHO HE CIIOBOCOYETAHUEM «Er0 >KU3HbY», WIH HE
«3TO KU3HBbY», a MECTOMMECHHEM «OHa». DTO HM3MCHCHHE BBI3BAHO TEM, UYTO
MIOJIHO€ TIOBTOPEHUE Ha CTOJb OJM3KOM PACCTOSIHUM ObUIO Obl HAa30MJIMBBIM B
YCIOBUSIX PYCCKOTO TEKCTa, BCErJa COJAEpXkAIIero OOJbIIee YHUCIO CIIOB, YEM
aHTJIMHACKHUM, a 3aMeHa MMEHU COOCTBEHHOTO B KOCBEHHOM mazexe («I opb-
KOT'0») MPUTSIKATCIIBHBIM MECTOMMEHUEM («ero») Morjia Obl BbI3BATh JIOKHOE
ocMbIciieHHe (Kak OyaTO «ero» OTHOCWIIOCh Obl He K ['oppkomy). Otcroma —
0oJbIIasl JIAKOHMYHOCTh ITOTO MECTa B TIEPEBOJIE HE HAPyIIAeT MPHHIIWIIOB
nepeBo/ia OpaTOPCKOil peyn.

[lepeBox oOpaTOpPCKOTO TOJUIMHHUKA TMPEAINOJIaraeT BOCIPOU3BEICHUE
WHANBHUIYAIBHOTO CBO€OOpa3us, CBSI3aHHOTO C TBOPUYECKOUM JTMYHOCTHIO aBTOPA.
Opatopckoe MCKYCCTBO XapaKTEPHU3YETCS C TOYKH 3PEHUS S3bIKa JTBOSKO. Bo-
NEPBBIX, OYIy4Yd Pa3HOBHIHOCTBHIO JIUTEPATYPHO-IUCBMEHHOW PEYH, S3BIK
opaTopa COXpaHseT 0OCOOCHHOCTH NMHUCHhMEHHOW PEYH, a MMEHHO: Pa3BEpHYTHIC
CUHTaKCUYECKHE CTPYKTYPBI, PAacCIpPOCTPAHCHHBIEC CIIOBOCOYETAHUS, CHUHTAKCH-
YECKHE MapajuIeIu3Mbl, CHHTAKCUYECKUE IMMOBTOPHI, MEepeUYUCICHus U T.1. Bo-
BTOPBIX, A3BIK MYOJMYHBIX peUeH, CYIMIECTBYIOMUX IPEUMYIIIECTBEHHO B YCTHOM
dbopme, HaJEIIEH MHOTUMHU OCOOCHHOCTSIMH YCTHOHM pe4H, a UMEHHO: KPAaTKHUMH
U DJUTUTITUYHBIME TIPEIOKEHUSIMH, BCEBO3MOKHBIMU MPUCOCTUHCHHBIMH, Pa3-
TOBOPHBIMH CJIOBaMHU, OCTPOTAMH | T.]I.

JIist myOmuaHOM peur 0COOCHHO BaKHBI TIPUEMBI CTUITUCTUYCCKOTO CHHTAK-
cuca, Tak Ha3bIBaeMbIe (UTYPBI PEUH, TTOMOTAIOIINE JOCTUYDL IKCIPECCUBHOCTH
U JUHAMUYHOCTU. B myOnuyHON peun BeauKa CuUjla MHTOHAIMM, KOTOpbIE HE
TOJIBKO MPUIAAYT PEUYH HYKHBIA TUHAMU3M, HO U YCHIIAT €€ BBIPa3UTEIBHOCTb.
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He wmeHee BaXHBIM KOMIIOHEHTOM OpAaTOPCKOrO0 MCKYCCTBA SBIISETCS
OCTPOYMHE, KOTOPOE MOMOTAET BBINOJIHUTH Pa3Hble (PYHKIMU B PEYU: IOMOTAET
YCTAHOBUTh KOHTAKT C ayJuTOpUEl (paropT), BOCCTAHOBUTh YTPAUEHHOE BHU-
MaHue, HO IJIaBHOE — 3TO KpUTHKA MPOTUBHUKA, WJIK €r0 BO3AEUCTBUI B (hopme
OocMestHUS (FOMOp, caTupa, UPOHUS, CapKa3M).

OCHOBHBIMM CTMJIMCTHYECKMMHU KaueCTBAMHM NYOJUYHOW peyu SBIsSETCA
MPaBUIBHOCTb, OOTAaTCTBO SI3bIKA, KPATKOCTb, SICHOCTh, TOYHOCTh, YMECTHOCTD,
AMOLMOHAIBHOCTb.

Jlekuma 2. lNepeBon razeTHbIX 3arofIoBKOB

B raserHo-uH()OpMAalMOHHBIX MaTepuanax MUMEIOTCS U HEKOTOPbIE
OCOOCHHOCTH CHHTAKCHUYECKON OpraHM3allM TEKCTa: HaJuduhe KpPaTKUX Ccamo-
CTOSATENbHBIX co00meHni (1-3 BhICKAa3bIBAHUA), COCTOSALINX U3 JJIMHHBIX MPEI-
JIO)KEHUW CO CII0)KHOM CTPYKTYpOM, MaKCUMalbHOE JApOOJICHHE TEKCTa Ha
a03arpl, KOrJa Mo4TH KakJ0e MPEeUI0KeHNEe HAaYMHACTCS C HOBOM CTPOKH, Ha-
JMYKe TOA3ar0JI0BKOB B KOPITyCe TEKCTa I MOBBIIMICHU HHTEPECa YUTATENCH,
YacTOE HKCIOJIb30BAHHE MHOTOYHMCICHHBIX aTpuOyTUBHBIX rpynn. OcoOeHHO
YETKO JIEKCUKO-TpaMMaTHuYecKas crenuduka razeTHO-uH(GOPMAIIMOHHOTO CTUJIS
MPOSIBISICTCS B TA3€THBIX 3ar0JIOBKAX.

B oOnactu nexcuKuM A7s 3arOJI0BKOB aHTJIMHCKUX Ta3eT XapakTepHO 4acToe
UCTOJb30BaHUE HEOOJBIIOr0 YMCIIA CIEIMATBHBIX CJIOB, COCTABIISIFOIINX CBOETO
poJla «3aroJOBOYHBIN KypHam»: ban, bid, claim, crack, crash, cut, dash, hit,
move, pact, plea, probe, quit, quiz, rap, rush, slash u ap. OtnuumrensHON
OCOOCHHOCTBIO TaKOW «3arojOBOYHON JICKCHKW» SBIISETCS HE TOJBKO YacToTa
UX YNOTpeOJIeHus, HO ¥ YHUBEPCAJIbHBIN XapakTep ux cemMaHTuku. CIoBo pact B
3aroJIOBKE MOKET 03HA4aTh HE TOJIBKO «IMAKT», HO U «JOTOBOPY», «COTJIALICHHUE,
«caenka» U T.01. ['maron hit MoxeT ObITh yIOTpeOJieH B CBSI3U C JIIOOBIM KPUTHU-
YeCKUM BBICTyIUIeHHEM. Red MokeT o3HadaTh U «KOMMYHHUCTHYECKHI», U
«COIMATMCTHYECKHID, U «IIPOTPECCUBHBINY; bid MoApazyMeBaeT U «IpU3bIBY», U
«TIPUIIOKEHHUEY», U CTIOMBITKY JOCTUYb OMPENEICHHOMN e U T.J., HAIpUMED:

National Gallery Launches Bid to Buy the Titian — Haunonansnas ranepes
neITaeTcss npuodbpectn kaptuny Tunwmana; Bid to Stop New Police Powers —
[Tpu3bIB HE AOMYCTUTH PACIIUPEHUS MTPAB MOTHUIIHH.

B razerHsix 3aronoBkax 0COOCHHO HIMPOKO MCHOIB3YIOTCS KApTOHU3MBI U
Jpyrue JEKCUYECKHUEe 3JIEMEHTHI pasroBopHoro ctuisi: Report Raps Lack of Law
Reform, Hits GOPers Housing Stand, etc. Jlaxke eciau B caMoOii cTaThe Kakas-
an00 cUTyalus ONHUCHIBaeTcs B Ooyiee CAEp:KaHHOM CTHIIE, 3aroJIOBOK YacTo
HOCUT OoJsiee pa3roBOpHbIA xapakrtep. Hampumep, Hadamo 3aMeTKH B aHIJIWM-
ckoif razere: A leading Chinese diplomat has been accused of responsibility for
violence against foreign embassies cpaBauM ¢ ee 3arosoBkom: China Blames
Diplomat for Embassy Rows.
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["azeTHbIe 3aroIOBKM 00JIAIAlOT U PAJIOM TPaMMATHYECKUX OCOOEHHOCTEH.
A B aHTJIMICKUX ¥ aMEPUKAHCKHUX ra3eTax Mpeo0IialatoT riaroibHbIe 3ar0JI0BKU
tuna: Floods Hit Scotland, William Faulkner Is Dead. I'marogbHocTh OOBIYHO
COXpaHSETCSl TAaKKE€ B 3aroJOBKaxX, COCTOSAINIUX U3 BOMPOCUTEIHHOTO MPEIIIO-
xenusi: Will There Be Another Major Slump Next Year? Cnernuduueckas
O0COOEHHOCTh AHTJIMMCKOTO 3arojIOBKa 3aKJIFOYAETCS] B BOBMOXKHOCTH OIYCTHTh
nomiexamee. Want No War Hysteria in Toronto Schools, Hits Arrest of Peace
Campaigners.

AHIIMIICKME W aMEpPUKaHCKHE Ta3eThl, KaK MPaBHIIO, HCIOJIL3YIOT B
3aroyioBkax HemnepdekTHsie (Gopmbl riarona. Korma pedb uzeT o COOBITHSAX,
MPOUCIIEIINX B HEJABHEM MPOILIOM, OOBIYHO HCIIOIB3YIOT HACTOAIIEE HCTO-
puueckoe Bpemsi: Russia Condemns West Provocation, Richard Aldington
Dieso. DTo camblii pacrpoCTpaHEHHBIN THUIl 3aroJOBKOB; YIOTpeOJIeHUE Ha-
CTOSIIIETO HCTOPUYECKOTO BPEMEHHM TMPHUAACT WM IKUBOCTh, MPUOIIKAET
COOBITHE K YHUTATEI0, JIeJaeT ero Kak Obl yYaCTHUKOM 3THUX COOBITHH M TeM
cCaMbIM YyCHWJIMBA€T €ro HHTepec K myOnukyemomy wmatepuany. The Past
Indefinite ymoTpebnsieTcs B 3arojioBKax, OTHOCSIIUXCS K MPOILIBIM COOBITHSIM,
B OCHOBHOM B TE€X CIIy4asiX, KOTJ/Ia B 3ar0JIOBKE €CTh OOCTOSITEIbCTBO BPEMEHH,
b0, eCIM YUTATeN0 M3BECTHO, YTO OIKCHIBAEMOE COOBITHE MPOM3OIIIO B
ompenelieHHpI MoMeHT B mporuioM: Husband Disappeared Two Years Ago,
Why Rockefeller Couldn't Buy a Landslide Victory? Jlns o6o3naueHust Oymy-
IIET0 BPEMEHM B 3arojiOBKax HIMPOKO HCTOJb3yeTcsa MHGUHUTUB: America To
Resume Testing, Laundry Workers To Vote on New Contract.

BaxxHolt 0COOEHHOCTHIO AHTIMHUCKUX Ta3€THBIX 3aroJIOBKOB SIBIISICTCS
pacupoCTpaHEHHOCTh B HUX JJUIMIITUYECKOW (OPMBI MACCHBHOTO 3ajora ¢
OITyIIIEHUEM BCIIOMOTATEIBLHOTO TJiarosia to be s omucanusi COOBITHI Kak B
mpolieameM, Tak U B HacrosimeMm Bpemenu: Paris Protest March Staged by
Students, All Piers Paralysed on East Coast.

B razerHbIx 3aroyioBkax MIMPOKO MPECTABICHBI HA3BAHUS U MOJUTHUYECKHUE
TEPMUHBI, COKPAIIEHUS U aTpUOYTHUBHBIC TPYIIIbI, PA3TOBOPHBIE U JKAPTOHHBIE
DJIEMEHTHI.

BriBO gBI

Takum o0pa3om, MOXKHO cJeiaTh CICAYIOIIME BBIBOJBI IO IMEPEBOY Opa-
TOPCKOW pE€YM Y 3ar0JIOBKOB.

Peup — myOnuaHOE MOHOJIOTHYECKOE BBICKA3bIBAHKME OpaTopa Mepe CiyIa-
TEJISIMU Ba)KHAsI COCTABJISAIOIIAS YCTHOTO MEPEBOIUUKA.

JI714 mepeBoTUMKA BaKHBI CIIEAYIONME MOMEHTHI IIPU TIEPEBOJIE OPATOPCKOU
peuu:

1. Peur umeeT cTporyro 3aKOHUCHHYIO (HOPMY CO CTPOHHON CTPYKTYPOM.

2. SI3BIK peur HOPMATUBEH, HO TPUCYTCTBYET AIMOIMOHAIbHAS UH(pOpMAIHs,
JUIsS. €€ Tepeladyd HMCIOJIb3YIOTCS MpocTopeuuns, (pa3eoaoru3Mbl, MeTadophl,
AIUTETHI.
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3. CUCTEMHBIMH NPU3HAKAMH TEKCTA PEYM SBIIOTCSA Pa3HOTO poja MOBTO-
PBL: JIEKCUYECKUE, CHHTAKCUYECKHUE U T. II.

4. BOJBIIMHCTBO OpPaTOpOB 00J1ajaeT COOCTBEHHBIM OPATOPCKUM CTHUJIEM.
[lepeBOAUMK TOJKEH MTEPEAATh €T0 OCHOBHBIE OCOOCHHOCTH.

5. IlyGnuuHas peub Janeko He BCerja 3apaHee MOATOTOBIEHA U ATO JIOJKEH
YYUTBIBATh [IEPEBOAYUK.

Takxe crneayer yuyuThIBaTh MPU MEPEBOJE MyOJIMYHON peUYd M 3arojOBKOB
CIIEAYIOIINE CPEACTBA. ITO TAKHUE, KaK:

— OMOLIMOHAIBHO-OLIEHOYHAS JICKCUKA,;

— MO/JIHBIE CJIOBA;

— 000pOTHI peyu, IIUTATHI;

— CHUHTAaKCUC;

— MOBTOPBI BCEX YPOBHEH: (hoHETHUECKU, MOPPEMHBIH, JIEKCUUECKUH, CUH-
TaKCUYECKUM.

— Urpa cioB, MeTaopsbl, CpaBHEHUE;

— CTWJIMCTUYECKU OKPALLIEHHAs JIEKCUKA: [IPOCTOPEUHS], XKAPIOH U AP.

Bonpocsl 1151 KOHTpOJIA

B dem 3akirodaeTcst IOHATHE «Mepa TOYHOCTHY TepeBojia?
Uewm otnruaeTcs epeBo OPaTOPCKON peur OT APYTUX BUJIOB IepeBoaa?
Kak cnenyeT nepeBoAUTh Ta3eTHHIC 3aT0JIOBKH ?

4. KakoBbl rpaMMaTHYE€CKUE€ OCOOCHHOCTH ITOCTPOCHHUS Ta3eTHBIX 3aro-
JIOBKOB?

5. Ha dro cnenyet oOpaimarh BHUMaHWE MPU TIEPEBOJIE OPATOPCKOUN peur u
3aroJIOBKOB?

hatt Sl
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Yactb IIl. OCOBEHHOCTW NMEPEBOOA HEOJIOITM3MOB
AHITTIMNCKOr O A3bIKA

Beepenue

Jlekums 1. OnpeneneHue NOHATUS U TEPMHUHA «HEONIOTU3M»
Jlekumsa 2. BbisBneHue 3HayeHUM HEO/IOrM3MOB

JNlekums 3. Cnocobbl nepesoa HEOIOrM3MOB

BbiBoabi

Bonpocbl gns koHTpons

BeBeneHue

IlepeBon, Kak BUJ AYXOBHOW JEATEIBHOCTH YEJIOBEKA, BOCXOAMT €IIE K
riyookoil apeBHocTd. OH Bcerja Hrpajn CyIIECTBEHHYIO pPOJb B HCTOPHH
KYJbTYpPBI OTAEIBHBIX HAPOJOB U MUPOBOM KYJBTYpPBI B LIeJI0M. B niepuon nocine
Bropoii mupoBol BOMHBI — C cepeauHbl XX CTOJETUS — NEpPEeBOIUYECKas Jesi-
TEIBHOCTh BO BCEX CBOMX PA3HOBUIHOCTAX MpHOOpesa HEBUJAHHBIA paHee
pazMax Osarojapsi Bce BO3pacTarollell MHTEHCUBHOCTH MEXKIyHapOJIHBIX KOH-
TaKTOB.

HayuHo-TexHuueckas peBOJIOLMS, OXBaTbIBAIOIIAs BCE HOBbIE 00JaCTH
KU3HM, U CBA3AHHBIC C HEHM MEXAYHAPOJHOE COTPYIHMYECTBO HAYK, U IPYTHE
BOKHEUIINE SIBJICHUA LMUBWIM3AUMU TPUBOJAT K HEOBIBAIIOMY pPAa3BUTHUIO
BCSIKOT'O POJia KOHTAKTOB MEXIY TOCYIAapCTBaMHU U APYTHMHU Pa3HOS3bIYHBIMHU
oO1ecTBamMu JitoJiel. B 3TUX yCIIOBUSIX UPE3BBIUAHO BO3PACTAET POJIb MEPEBO-
Jla Kak CpeAcTBa, OOCIY>KMBAIOLIErO0 SKOHOMHUYECKHE, OOIIECTBEHHO-TIONH-
TUYECKHUE, HAYYHBbIE, KYJbTYPHO-3CTETUYECKHUE U IPYTHE OTHOLIEHUS HAPOIOB.

Ilens mepeBona, kak ee ompenensier A.B. @enopoB, — Kak MOXKHO OJmKe
MO3HAKOMUTh YUTATEJId WIM CIyLIATeNs], He 3HAIOIIEr0 UCXOIHOTO s3bika (M151),
C JIaHHBIM TEKCTOM WJIA COAEepKaHueMm ycTHou peun. .M. Peukep man nepeBoay
cnenyroiee onpenenenue: «llepeBon — 3T0O TOYHOE BOCIIPOU3BEAECHUE MTOJIMH-
HUKAa CpEIACTBAMM JPYroro sA3blKa C COXPAaHEHHMEM EIMHCTBA COAECP)KAHUA U
CTWJIS. DTUM IIEPEBOJI OTINYAETCA OT NEPECKA3A, B KOTOPOM MOXKHO IEPENABATh
COZIEp’KaHWE MHOCTPAHHOI'O NOJJIMHHMKA, OIYCKas BTOPOCTEIICHHBIE JCTAIU U
He 3a00TACh O BOCIPOM3BEIECHUU CTWIA. ENMHCTBO conep:kaHUsl U CTHIISI BOC-
CO3/1aeTCsl B MIEPEBOJIE HA NHOM S3BIKOBOM OCHOBE M YK€ TIOTOMY OYJIET HOBBIM
€IUHCTBOM, CBOMCTBEHHBIM SA3BIKY niepeBoga» [17].

[IepeBon — KOMIUIEKCHBIN ITpouecc. s mpaBUiIbHOW W TOYHOM Nepeaayu
MBICIIM TOJJIMHHHUKA HY>KHO HE TOJIbKO HAWTH B S3BIKE IIEPEBOJA CaMBbIE
HOJIXO/AIINE CJI0Ba, HO M 00JIeYb UX B COOTBETCTBYIOLIYIO I'PaMMaTHUYECKYIO
dopmy. K aromy enie nmpumemnBaroTcs B OONBIIMHCTBE CIY4YaeB M CTUIIMCTH-
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yeckue (hakToOpbl, KOTOPhIE HUKAK HEb3sl cOpocuTh co cueToB. IlepeBectu —
3HAQYUT BBIPA3UTh BEPHO M IMOJIHO CPEACTBAMU OJIHOTO SI3bIKA TO, YTO YK€ BbI-
paXXEHO paHee CPeCTBAMHU JPYTroro si3bIKa.

PacxoxneHns B CEMaHTUUECKUX CUCTEMAX Pa3HbIX SI3bIKOB — HECOMHEHHbIN
(bakT, SBJISIIOUNACS NCTOYHUKOM MHOTOUYUCIICHHBIX TpyAHocTel. [Ipu nepeoae
BO3ZHHKAIOT CJICAYIOIINE MTPOOIIEMBI:

1. Jlexcuueckue. OTCyTCTBHE IKBUBAJIEHTOB B TepeBojsieM si3bike (I115)
HEKOTOPBIM eauHunam Mi.

2. Crunuctuueckue. [ToMUMO CTHUIMCTUYECKH HEUTPAJbHBIX CIIOB, CYIIE-
CTBYIOT CJIOBa M COYETaHUS, YMOTPEOJICHUE KOTOPHIX OTPAHUYECHO KAKUMHU-TO
OMPENICICHHBIMA JKaHpPaMU U THUIAMU PEUYU; CHUTyallued U SMOLMOHAIBHOM
OKPACKOM CJIOBa.

3. I'pammatuueckue. OTCYTCTBUE TE€X WJIM MHBIX TPAaMMaTHYECKUX CPEJICTB B
OJIHOM M3 SI3BIKOB.

OOBbeKTOM TepeBoja SIBISIETCSI KOHKPETHOE PEeueBO€ MPOU3BEACHUE (TEKCT
NOJJIMHHUKA), HA OCHOBE KOTOPOI'O CO3JAETCS JAPYTrO€ PEYeBOE MPOU3BEACHUE
Ha Jpyrom s3bike (TekcT mnepeBojna). Ilpu mnepeBojne HEOOXOIUMO, TOHSB
3HAYEHUE UCXOJHOT0 TEKCTA, BBIPA3UTh TO KE CAMOE 3HAUEHUE (TOUHEE CUCTEMY
3HAUYEHUI) CpPEeJCTBAMU HMHOTO fA3bIKa. [Ipu 3TOM HEM30EKHBI CEMaHTUUYECKUE
notepu. HeoO6xonumo 100UTECS TOTO, YTOOBI 3TU MOTEPU OBLIU CBEACHBI K MU-
HUMYMY, T.€. 00€CHeUYUTh MAaKCUMAJIbHO OOJIBIIYIO CTENEHb SKBUBAJICHTHOCTH
MCXOJTHOTO TEKCTa M TEKCTa MepeBOjia, OT/aBasi cebe OTYeT B TOM, YTO JIOCTH-
YKEHHUE «CTOIMPOIEHTHOW» SKBUBAJICHTHOCTH SIBJISICTCS, 110 CYIIECTBY, HEJIOCTHU-
KUMOW 3a/iadeil, HEeKHUM HJeaJioM, K KOTOPOMY HEOOXOIMMO CTPEMHTHCS, HO
JIOCTHYb KOTOPOI'0 HUKOTJJa HE YJACTCSl.

Br16op sxBuBanieHTa 15 Iepeaur 3HAaYCHHs] BHOBD TOSIBUBIIETOCS CIIOBA B
NEPEBOIMMOM TEKCTE SBIISIETCSI OJJHOM M3 HAauOOJee CIOXKHBIX 3a]a4 MepeBoa.
N3BeCTHO, YTO XKUBOMU SI3bIK HAXOJMUTCS B COCTOSIHUM HENPEPHIBHOTO U3MEHEHHUS
U Pa3BUTHUSI, MPUYEM CaMbIM MOJBH)KHBIM €r0 KOMIIOHEHTOM SIBJISIETCS CJIO-
BapHBIN cocTaB. MI3MEHEHUI0, Pa3BUTHUIO U YBEIWYEHHUIO TOJABEPKEHA MPEXKIE
BCETO JICKCHKA BCJIEACTBUE OOJIbIIeH JUHAMUYHOCTU MO CPABHEHUIO C JPYTUMHU
YPOBHSIMH SI3bIKA.

PaccmoTpum mnpobiiemy mnepeBoja HEOJNOTM3MOB — HOBBIX CJIOB, IMOSIBUB-
IIUXCS. B COBPEMEHHOM AaHIJIMIICKOM SI3bIKE B CBA3U C HOBBIMU OTKPBITHUSMH,
COOBITUSIMH, TOCTHKEHUSIMU YesioBeyecTBa. Onpenennum cnocodbl 00pa3oBaHUs
HEOJIOTU3MOB B COBPEMEHHOM AHIJIMHCKOM SI3bIKE, 3HAHUE KOTOPBIX SIBISETCS
OCHOBHBIM MOMEHTOM IPU OCMBICJICHUHU 3HAYEHHUS HOBOT'O CJIOBA, & TAKXKE MYTH
NEepPEBO/JIa, UM CKOpEe Nepeaadyr HEOJIOTU3MOB, IIPU MMOMOIIY PA3JIMYHbIX BUIOB
MEPEBOJIHBIX Y HEMEPEBOIHBIX SKBUBAJICHTOB.
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Jlekuma 1. Onpe,u,eneHme NOHATUNA N TEepMUHA «HEeONMOIr’M3m»

Heonorusmer (neologisms) — 3T0 HOBBIE CIIOBA, MOSBIISIIONIAECS B SI3bIKE U
HOBBIE 3HAUYECHUS, BOSHUKAIOIIUE Y UMEIOLIUXCS CIIOB.

Jlo cux mop He CyIIEeCTBYET OJHO3HAYHOIO PEIICHMs] BOIPOCA: 3a 4YeM
MOXHO 3aKpENUTh MOHSATUE HEOJIOTU3Ma, KAKOBbl KPUTEPUU OTHECEHUS TOW WIIH
VHOM CJIOBAPHOU €AMHUIBI K HEOJIOTU3MAaM.

[Ipu ananuze ompeneieHUN MOHITUS «HEOJOTM3M» Pa3IUYHBIMU HCCIEN0-
BaTEJIIMU CTAHOBSITCS OUYECBUIHBIMU JIBE TOUKU 3PEHUS, 3aKITIOYAIOIINECS B TOM,
YTO TEPMHUH «HEOJOTU3M» MPUMEHSIETCS KaKk K HOBOOOpPA30BaHUSIM, TO €CTh KO
BHOBb CO3JIaHHBIM Ha MaTepHayie s3bIKa, B IMOJHOM COOTBETCTBUU C CYIle-
CTBYIOIIIUMH B SI3bIKE CIOBOOOPA30BATEIBHBIMU MOJIEISIMU CIIOBAM WJIM CIIOBO-
coueTaHusIM, 00O3HAyalOlMM HOBOE, paHee HEU3BECTHOE, HECYLIECTBYIOIIEE
MOHATHUE, TIPEIMET, OTPACIb HAYKH, PO 3aHATH, podeccuto u T.a1. Hanpumep,
reactor — SIEpHBIA peakTop, biocide — Ouonornyeckas BOWHA U Mp., TaK U K
COOCTBEHHO HEOJIOTM3MaM, 2 UMEHHO KO BHOBBH CO3JJaHHBIM CMHOHHMMAaM K YK€
UMEIOILIEMYCSl B SI3BIKE CJOBY JJi1 0003HAUYEHHSI W3BECTHOTO MOHATHSI, OJHAKO
HECYUIUM KOHHOTAaTHUBHBIE OTTEHKH, T.€. COIYTCTBYIOIIME CEMAHTUYECKUE H
CTWJIMCTUYECKHE OTTEHKH CJIOBA, KOTOPbIE HAKJIAJbIBAIOTCS HAa €ro OCHOBHOE
3Ha4YE€HHE, a TAKXKE K CJIOBAM B HOBOM 3HAUYECHUHU.

Hamnpumep, cioBo boffin (yueHblil, 3aHATBIA CEKpEeTHOM pabOTOH, wyalie
BCETO B BOCHHBIX IIEJISIX) SIBJISICTCS OJIM3KUM CHHOHUMOM CJIOBA Scientist, OJTHAKO
UMEET JIPYrol CEMaHTUYECKUN OTTEHOK U T.H. OTMeuUaeTcs TakKe HEKOTopas
HEOJHOPOJHOCTh COCTaBa 3TUX JICKCMYECKUX WHHOBALMUM MO MPUYUHAM CBOETO
MOSIBJICHUS], TIO CBOEH YCTOMYMBOCTH B SI3BIKE, MO YAaCTOTE YIMOTPEOJICHUS, 1O
CBOCH manmpHeHIel cynp0e, Koria OJHM W3 HUX MPOYHO BXOJAT B S3BIK, a
JIpyTUE SBIISIOTCS MEHEE YCTONYMBBIMU M MOTYT BBIMTH U3 yHOTpeOJeHUs Yepe3
KaKOW-TO OTHOCUTEIBHO KOPOTKUW NEPUOJ BPEMEHMU.

«YacTo mosiBIEHUE HOBBIX CJIOB CBSI3aHO C BO3HMKHOBEHHMEM HOBBIX acCo-
[IUAIMN, XOTA MOHSATHE OCTAETCSI TEM K€ CaMbIM, TaK KaK SI3bIK BOOOIIE, JIEKCUKA
B OCOOEHHOCTH, BBIMIOJIHSS CBOIO OCHOBHYIO (DYHKIMIO KaK CPEJICTBO OOLIEHUS,
nepectpauBaercs, AU epeHIupyeTcs U YTOUHAETCS C TeM, 4YToObl Oosee
aJIcKBaTHO OTpPa3uTh, BOCIPOM3BECTH M 3aKPENUTh HOBBIC IMOHATHS B COOT-
BETCTBYIOIIIUX CIIOBaX M BhIpakeHUsx» [24]. Heonorusmsl He Bcerna GuUKCUpy-
orca  crnoBapeMm. llosBisitoniuecss Ha nepudepur  S3bIKOBOM  CHCTEMBI
HEOJIOTM3MBI KaKOe-TO BPEeMsI HaXOMSTCS B PACHOPSIKEHUU ITOHM nepudepun u
JUIIb MOCTENEHHO, /1a U TO HE BCe, a HamOojee OTBEYAIOUIUE CTPYKTYPHBIM
TpeOOBAaHMSIM CJIOBA S3bIKA, MEPEMEIIAIOTCS K IEHTPY S3BIKOBOW CHCTEMBI, K
OCHOBHOMY CJIOBapHOMY (DOHTY.

HoBooOpa3zoBanusi >xe, €Civ U BO3HHKAIOT Ha mepudepuu, TO TOpasio
obicTpee (a mopod W cpa3y) NPOHHUKAIOT OJIMKE K LIEHTPY, SBISASICH BOCTpE-
OOBaHHBIMU W HE3aMEHHMBIMHU, AKTMBHO BXOJSIT B CIOBapHBIA COCTaB.
HoBooOpa3oBanusi TMOSABISIOTCS, KaK MPaBUIO, B S3bIKE HAYKH, TEXHUKH,
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KYJBTYPBI, IIOJUTUKU U IIPOHUKAIOT B PAa3rOBOPHYIO peub. II0CKOIBKY BpemeH-
HOWM KpUTEpHl AJIs BbIAEICHUS HOBOOOpPA30BaHUI U HEOJOTM3MOB OOBEKTHBHO
ONPENENUTh HEBO3MOXHO, TO MMEET CMBICI BOCIIOJIb30BAaThCA CYOBEKTHBHBIM
KpUTEpUEM: BOCHPUHHUMAET JM KOJUIEKTUBHOE (M COOCTBEHHOE) S3BIKOBOE
CO3HAHME Ty WJIM MHYIO JICKCUYECKYIO €IMHUILY KaK HOBOE.

JlekumAa 2. BbiABneHne 3Ha4yeHu HeonormM3moB

Ncnonb3oeaHue cnOBapeﬁ AnsA BblIACHEHUA 3HAYEHUA HEOJIOTU3Ma

OcHOBHasi TPYJIHOCTh MPHU TMEPEBOJE HEOJOTU3MOB — 3TO BBISICHCHHE
3Ha4YEeHHUSI HOBOTO clioBa. COOCTBEHHO IEPEBO/] HEOJIOTH3Ma, 3HAYCHHE KOTOPOTO
YK€ M3BECTHO MEPEBOUMKY, 3a]a4a CPAaBHUTEIIHLHO OoJiee MPOCTasi, U PeIracTcs
OHa IyTEM HCIIOJIb30BAHUS PA3IMYHBIX CIIOCOOOB B 3aBHCUMOCTH OT TOTO, K
KaKOMY THITy CJIOB IPUHAJICKUT JaHHBIA HEOJIOTH3M.

Ecnu HOBOE CJIOBO OTCYTCTBYET B aHIJIO-PYCCKOM CJIOBape, TO CJEIyeT
MOMBITATHCS HAWTH €r0 B AHIJIO-aHTJIMMCKOM TOJKOBOM ciioBape. Bo mMHormx
IIMPOKO HM3BECTHBIX CJIOBapsSX CYyIIECTBYIOT pasznesibl «HoBbie cioBa» (New
Words Section). IIpu 3ToM peKOMEHIyEeTCs TOJb30BATHCS CIOBAPSMH CaMBIX
MOCJICAHUX U3JIaHWK. MHOTHE HEOJIOrM3Mbl MOKHO HAaWTH B CIIOBapsIX U pas3jie-
JaX, MOCBSIICHHBIX ciaeHTy. ClielyeT UMeTh B BUY, UTO HanOOJIee ONepaTuBHO
MOATOTABIIMBAIOTCS U U3JIAFOTCS CIIOBApH MajiOTO M CpeaHero oobeMa, OJIHaKO B
CHUJIy OTPAHMYEHHOCTU CBOETO CJIIOBHMKA OHM HE B COCTOSIHUM YJIOBJICTBOPHUTH
notpedHOoCTeH nmpodeccruonana.

Tem He MeHee, clloBapu MO OOBEKTHUBHBIM IIPUYMHAM HE MOTYT B ITOJTHOM
Mepe OTpa)kaTh B CBOEM CIIOBHMKE BCE BHOBbB IOSBIISIOIIUECS CJIOBA, XOTS OBI
MIOTOMY, YTO JIEKCHKOrpadbl OCTEPETalOTCs BKIIOYATh B CIIOBApH TaK Ha3bIBae-
MBI€ «OKKA3WOHAJbHBIE» HEOJIOTU3MBI, T.C. HHIWBHUIYaJIbHBIC HOBOOOPA30BaHMS,
BBOJUMBIC OTACILHBIMM aBTOpPaMM JJIsi JAHHOrO ciiydas. Takue cjaoBa 4acTo
OKa3bIBAIOTCS «HEKU3HECTIOCOOHBIMUY» U TaK e OBICTPO MCUE3AIOT, KaK MOSBIIS-
FOTCH.

BbiscHeHWe 3HaUeHUs1 HeOIorM3mMa U3 KOHTEKCTa

Hcxons w3 omnpeneneHus TEpMHHA «HEOJOTHM3M» MOYKHO MPEAIOJIOKHUT,
YTO MEPEBOMYMUK, BIIEPBHIE BCTpeUas COOCTBEHHO HEOJIOTH3M, €CTECTBEHHO HE
UMEET TMPEACTABJICHUS] O TMOHATUM, 0003HAYeHHOM WM. [lodTOMy 3HadYeHHE
HEOJIOTM3Ma TMPUXOJUTCA BBIACHATH 4allle BCEro W3 KoHTekcra. llpu
MUCbMEHHOM TIEPEBOJI€ KOHTEKCT, KaK MPaBuiIo, JOBOJILHO HH(POPMATHUBEH.

B nporiecce nepeBojia ciioBa 00BIYHO BBIJEISIOT JBA dTAra:

1) BeISICHEHHE 3HAUEHUSI CTIOBA B KOHTEKCTE;

2) nepenaya 3TOro 3Ha4eHus cpeacTBamu 1151.
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B cnyuae nepeBoa HEOIOTU3MA, KaK YKE TOBOPUIIOCH paHEE, NMEPBBIM dTAll
UIpaeT PeLIAOLIyIO POJib, a MOCJIEAHUN €CTh JIUIIb YUCTO TEXHUYECKUN BOIIPOC,
XOTSI M €70 BAKHO PEIIUTh METOJaMu HauboJsiee mpuemiaeMbiMu Juist T151.

B npenenax oOmiero MOHSTHS KOHTEKCTa pPa3iuyaeTcs y3KUHW KOHTEKCT
(MUKPOKOHTEKCT) U IIMPOKUN KOHTEKCT (MakpoKOHTEKCT). Ilox y3kum KoH-
TEKCTOM MMEETCA B BHUAY KOHTEKCT IPEIJIOKEHUS, TO €CTh JIMHTBUCTUYECKHUE
€IMHULIbI, COCTABJIAIOIIME OKPYKEHUE AHHOW E€IWHUIIbI, HE BBIXOAAIIKE 3a
PaMKH MPEIJIOKEHUS; MIHUPOKUNA KOHTEKCT — O3TO COBOKYIIHOCTH SA3BIKOBBIX
€IMHUL], OKPYKAIIINUX JAHHYIO €IWHULY B MpPEAeiax, JEkKAIIUX BHE JTAHHOTO
MPEIOKEHNS, UHBIMU CIIOBAMH, B CMEXKHBIX C HAM MNPEII0KEHUAX. TOUYHBIE
PaMKH HIMPOKOTO KOHTEKCTa yKa3aTh HEJIb3sl — 3TO MOXKET ObITh KOHTEKCT TPyII-
bl MpeIioKeHUM, ab3alia, TJIaBbl WK JaK€ BCEro MPOU3BEACHUs (Hampumep,
pacckaza, cTaTbd WIM poMaHa) B 1iejoM. O4eHb BaXKHO IMPU BBISICHEHWU 3Ha-
YEHUS HEOJIOTM3MOB IPUHMMATh BO BHHUMAHHUE KaK pa3 MaKpPOKOHTEKCT,
MOCKOJIBKY UIMEHHO B HEM MOKET COJNEPKATHCS «IOACKA3Ka».

VY3Kuli KOHTEKCT, B CBOK) OYEPEIb, MOKHO PA3JACIUTh HA KOHTEKCT CHUH-
TAKCUYECKUN U JIEKCHYEeCKUI. CHHTAKCUUYECKU KOHTEKCT — 3TO Ta CHUHTAKCH-
YyecKasi KOHCTPYKIIUS, B KOTOPOU ynoTpeOssieTcss JaHHOE CJIOBO, CJIOBOCOYETa-
HHUE WIH TpeioKeHue. JIEKCMUeCKUM KOHTEKCT — 3TO COBOKYITHOCTb KOHKpPET-
HBIX JIEKCUYECKUX €IMHUILI, CJIOB YU YCTOMUYMBBIX CIIOBOCOUYETAHHUH, B OKPYKECHUU
KOTOPBIX BCTPEYAETCSA JaHHAS €IUHULIA.

Y4eT CHUHTaKCMYECKOrO KOHTEKCTA II03BOJIMT IEPEBOAUYUKY ONPENEIIUTH
MPUHAJIC)KHOCTh HEOJIOTU3MA K OJHOW M3 YaCTEW PeuYH, OJHAKO MPHU YACHECHUU
3HAYEHUs HEOJIOTU3Ma PEIIAIOIIMM SBJSETCA YYET UMEHHO JIEKCUYECKOTO KOH-
TEKCTA.

AHanua cTpykTypbl Heoloru3ma
LANA YAICHEHUS 3HAYeHWs Heoorn3ma

HoBbie cnoBa, kak mpaBuiio, BO3HUKAIOT HA 0a3e yxke CYyIIEeCTBYIOIIUX B
S3bIKE CIOB M MoOpdem. AHamM3 OSTUX CJIOB M MOpdeM MOXKeT OKa3aTh
MEPEBOIUMKY CEPhE3HYIO0 TMOMOIIL B YSICHEHWM 3Ha4yeHus Heojoruzma. s
ATOr0 HEOOXOJAMMO XOPOIIO 3HATH CIIOCOOBI CIOBOOOPA30BaHUS B aHTJIMMCKOM
s3bIKe. PaccMOTpuM, Kak MPOUCXOIUT CIOBOOOPA30BAHIE HEOJIOTU3MOB.

e [Ipuoanue yxce cywecmsyroujemy ciogy eue 00H020 3HAUeHUs.

Hanpumep, cioBo call B aHTTTUHCKOM SI3bIKE 03HAYAET «HA3BIBAThY, «BbI3bI-
BaTh, IPU3LIBATh; «CO3BIBATH, «BBI30BY, «TEIC(POHHBINA 3BOHOK» U ap. OmgHAKO
C pa3BHTHEM OHMP)KEBOTO Jejia He TaK JaBHO y ciioBa call mosBUIOCH HOBOE
3HaueHne, 3a)UKCUPOBAHHOE B CIOBAPSX KaK «KOJIJI, OMITUOH KOUD» (T.€. IPaBO
KyIIUTh B TEUCHHUE OMPECICHHOTO CpPOKa IIEHHBIE OyMaru 1mo o0yCIIOBIECHHOM
IIEHEe C MPEIBAPUTEIHHON yIUTATON MPEMHH), & C pa3BUTHEM OAHKOBCKOTO Jieia
MOSIBJIACTCS €II€ OJHO 3HAaYeHHE — «TpeOoBaHUE OaHKa K 3a€MILUKY O JOCpPOU-
HOM TIOTAIICHUH KPEIUTA B CBSI3U C HAPYIICHUEM €0 YCIOBUIDY.
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e (Crnosocnodicenue.

Omaum w3 Hamboyiee NPEBHUX, YHHBEPCAIBHBIX M PACIPOCTPAHEHHBIX
CrI0c000B CIIOBOOOPA30BaHUS B AHTJIMICKOM SI3BIKE SIBISIETCS CIIOBOCIIOXKEHUE,
HE yTpaTHBILEE CBOEH aKTMBHOCTH M B HacTosllee BpeMs: Oojiee OJHOHN TpeTu
BCEX HOBOOOPA30BaHMIA B COBPEMEHHOM AHTJIMICKOM SI3BIKE — CIIOKHBIEC CIIOBA.
[Tporecc coBOCIOKEHUS MPEJCTABISIET COOOM COIMOJIOKEHHE IBYX OCHOB, KaK
MPaBHUJI0, OMOHUMHUYHBIX clioBopopmam. Hampumep, B 5KOHOMHUYECKHX TEKCTax
carryback — «mepenoc yObITKOB Ha Ooyiee paHHHN TEPUONY, Citiplus «MHCTPY-
MEHT X€KUpPOBaHUs, NpeajaraeMplii KireHTam 0ankoMm «Cutuossnk» (CHIA)»
u T.71. [lockonbky HOPMBI COBPEMEHHOT'O aHTJIMHCKOTO sI3bIKa MO3BOJISIIOT COYe-
TaHUE CJIOB, OOJAJAIONINX TEMH K€ JEKCUKO-TPAMMAaTHYECKUMH XapaKTePUCTH-
KaMH, 4TO M COEJUHSIEMbIC MPHU CIOBOCIOXEHUU OCHOBBI, TO ONpPENCITUTH, B
KaKHX CIIy4asX MepeBOAYMK MMEET JIeJIO CO CIOXKHBIM CIOBOM-HEOJIOTH3MOM, a
B KaKHUX — CO CIIOBOCOYETAHUEM, IIPEJICTABIIACTCS IOBOJIBHO TPy AHBIM. CpaBHUM
cioBocoueTanus closing bank — «0aHk, 3aBepHIAlONIMIl CHENKY, B KOTOPOM
y4acTBOBAJIO HECKOJIBKO OaHKOB», unclosing bank — «3akpbIBalomuics OaHK»
U T.IL.

B Hacrosmiee Bpemsi pa3paboTaH psifi KPUTEPHUEB IS pa3TpaHUYCHHUS
CJIOKHBIX CIIOB U CIIOBOCOYETaHUW. [Ipu mepeBoge HEOJOTU3MOB B aHTIIUUCKUX
TEeKCTax 0co00ro BHUMAaHUS 3aCiyXUBaeT opdorpaduyecKuii KPpUTEPUid, CYTh
KOTOPOTO 3aKJII0UaeTCs B PACCMOTPEHUH BCSIKOTO KOMIUIEKCA, HAMHCAHHOTO
CJIUTHO WJHU 4epe3 Aeduc, KaK CI0KHOTO CIIOBA, a KOMILJIEKCA, YbH KOMITOHEHTHI
MUIIYTCS pa3/IeNbHO, KaK CIIOBOCOYCTAHMUS:

dividend-right certificate — «ceprudukar, narommii MpaBo Ha TOJyYCHHUE
JUBUJICH]IA»;

dear-money policy — «orpaHuueHre KpeauTa IMyTeM MOBBIIICHUS MPOLCHT-
HBIX CTABOK»;

fill-or-kill order — «mnpuka3 kiueHTa OpoOKepy, KOTOPBIH JTOJKEH OBITH He-
MEJICHHO WCITOJTHCH WU aHHYJIUPOBAHY.

B ciyuasix, korjaa cOeMHSIIOT CJIOBA, OKAHYMBAIOIIMECS W HAYUHAIOIIHECS
HA OAHY M Ty JK€ TJACHYI0 WJIH COIJIACHYIO, OJHA W3 HHUX OITyCKaeTCs:
net + etiquette = netiquette «HemMcaHble OOIICTIPUHATHIC TPABUIIA OOIICHUS WU
pa3mMemenus nadopmaruu B UHTEpHET, T.€. dTUKET U1 cetn HTepHeTa.

Tem He MeHee HEOOXOJIMMO OTMETUTh, YTO BO MHOTHX ClIy4asX HaOIo-
JlaeTCsl HEIMOCHEeA0BATEIbHOCTh B HANMMCAHWU AK€ OJHOTO U TOTO KE KOM-
wiekca. Hampumep, uccinenoBaHue TEKCTOB IMOKa3ajid, YTO B Clydyae C Ha-
NUCaHUEeM man-made — «UCKYyCCTBEHHBIN, CO3JAHHBINA YEIOBEKOM» OOHapy-
KEHO, uTO 6 % — pazaenbHOe Hanucanue, 82 % — yepes aeduc, 12 % — cnutHoe
HamucaHue. AHAIU3 KOMIIOHEHTOB, BXOJAIINX B COCTAaB CIOKHOTO CIIOBA, J1a€T
NEePEeBOIYMKY BO3MOXKHOCTb, 3HAsi MX JIGKCMUYECKOE 3HAYEHUE, BBISICHUTH 3HA-
YEHHE BCEro KOMIUIEKCA:

Graphite bombing caused power lines destruction turning off /ife-supports in
Belgrade hospitals (Fox News Direct, 1999). Kak Buaum, Heonorusm /ife-
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Supports COCTOUT U3 ABYX CIOB [ife («KU3HBY) U support («IOIIEPKUBATHY),
3HAYUT, pe4b UJIET O YEM-TO, YTO MO3BOJISIET MOANCPKUBATD KU3Hb WU SKH3HE-
COCOOHOCTh, MpuieM cy(h(dUKC -s yKa3plBaeT Ha TO, YTO MBI UMEEM JENO C
HCYHCIIIEMBbIM CYIIECTBUTEIBHBIM B (DOpME MHOXKECTBEHHOTO 4YHCINA. TaKum
o0pa3oM, MPUHSAB BO BHUMAHUE KOHTEKCT, TOT HEOJOTH3M MOXKHO TEPEBECTH
KaK «armapaTtypa *KU3He00CeCTICUCHUSD.

Bce npeanioxenue nepeBoautcs cieayomum odbpaszom: Bo Bpems 6ombap-
JTUPOBKHU Tpa@uUTHBIME OOMOaMU OBbUTH MOBPEXKICHBI JIMHUH JIEKTPOIEpEIayHu,
YTO CTaJ0 MPUYMHON OTKIIOYECHHS amnmaparypbl >KU3HEOoOecredeHHus B OOJib-
Hunax benrpana.

e Obpaszosanue hopm HeoN02U3MO8 NO AHANO2UU C YIHCe UMEIOWUMUCS 8
A3bIKe nymem npudasieHus K HumM pa3iudHblx npoOyKMUSHsIX a@p@Ourcos.

JUis TpaBUJIBHOTO TOHUMAaHHS 3HAUY€HUs OOPAa30BAHHBIX TAaKUM IIyTEM
HEOJIOTU3MOB TIEPEBOIUMKY HEOOXOAMMO 3HATh MPOAYKTUBHBIE ad)(UKCHI B CO-
BPEMEHHOM AHTJMHCKOM SI3bIKE U yMETh MPAaBWJIBHO WICHUTH CIIOBO Ha KOM-
MOHEHTHI:

kiteflyer — «mosydarenb JeHer moja (UKTUBHBIM BEKCEIb, IMOJIb30BATENb
(GuKTHUBHOTO Bekcess» (cp. fly kites «ucnosb30BaTh (PUKTUBHBIE YEKHU ISl TIOJTY-
YEHUS CPEJICTB JI0 UX MHKACCALINI).

Odenp yacTo npu MOJOOHOM crocoOe 00pa3oBaHUS HEOJOTHW3Mbl UMEIOT
CaTUPUUYECKYIO OKpACKy, 0COOEHHO B Mpecce:

...that they taste the same in Peking as they do in London or New York, and
so it was that world burgernomics was born by McDonald’s. (The Independent,
1998).

B nanHoM cnydae aBTOp CTaTbM XOYeT OOpaTUTh BHUMAHUE YUTATENs Ha
3HAYUTENbHOE PAa3BUTHE CETH PECTOpaHOB «MakIOHANBAC» — HHIYCTPUHU
OBICTPOTO MHUTAHHUA, TJ€ CYUIECTBYIOT CBOM 3aKOHbI M SIBIICHUS U MOJO00HO
JPYTMM 5KOHOMHYECKHM 3aKOHAM OIMHAKOBO JCHCTBYIOT B pPa3HBIX CTpaHax:
...ato B IleknHe OHM 1O BKyCY Takue e, Kak 1 B Jlongone win Hero-Hopke, BOT
Tak «MakI0HaIbAC» CO31aJIla MUPOBYIO 2amMOYPeePHOMUKY.

e Kowusepcus.

KonBepcueii Ha3piBaeTCs (DyHKIIMOHATBHBIN TIEPEXO/ CJIOBA U3 OJTHON YaCTH
peuu B JAPYrylo, T.€. ynoTpeOsIeHre OJTHOTO U TOTO e CJI0Ba B KAUE€CTBE PA3HBIX
yactel peun. OgHako HekoTopble yuyeHble (A.M. Cmupnunkuii, B.H. Spuesa)
CUMTAIOT KOHBEPCHIO aKTOM CIIOBOOOpa30BaHHUA, KOTJa 0Opa3yrolirecs ciIoBa
OMOHUMHYHBI CBOMM MPOU3BOASIINM 0azaM, HO OTIMYAIOTCA OT HUX Mapajur-
mamu. Tak, Hanpumep, ceiiuac B cetu MHTepHETa MOXKHO 4acTo BUJIETh (pa3bl:
E-mail me/us to... YsacHeHrE 3HAYCHHS MOJOOHOTO HEOJOTHU3Ma HE TMPEACTaB-
nsiet Tpyaa. CUHTAaKCUYECKUM KOHTEKCT JaeT BO3MOXKHOCTh OIPEIECIHUTh MPH-
HA/JIC)KHOCTh CJIOBA K MEPEXOAHBIM TJlarojam, W, 3Has 3HaueHue cioBa E-mail
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(dJIeKTpOHHAsi T1o4YTa), MepeBoauM: BrIChIIaliTe COOOIIEHUS DJIEKTPOHHOM
MOYTOM 1O aJIpecy...

e 3aumcmeosanue uz Opy2ux s36IK08.

PaccmoTpum, Kak nmpoucxoauT 3auMcTBoBaHue. CpaBHUM MPEASIOKEHUS Ha
AHTJIUHACKOM:

Then his telefonino rang, or rather squeaked piercingly... It is impossible to
get away from the wretched telefonino wherever you are in Italy. Of all the
countries in Europe, only Britain has more mobile telephones. (The Independent,
1998) u ux nepeBo;

3areM 3a3BOHWII, WM CKOpee MPOH3UTEIBHO 3aMUILNAT €r0 MUHU-meleq)oH.
B kaxoit 6s1 yactTu MTanuu Bel HU HAXOAMJINCH, BaM HUKYJAa HE JAEThCS OT ITUX
HA30MIUBBIX menegonuno. 3 Bcex eBpOIEUCKUX CTpaH, MOOMJIBHBIX Tenedo-
HOB 00JIbIIIE TOBKO B BenmukoOpuranuu.

Bor enie ogun npumep:

The Soviets had Sputnik, but the Americans had their open-plan kitchen. No
contest. (The Independent, 1998)

Coserckuit Coro3 co3mgan «Cnymuuxy», a aMepuUKaHIbl CO3/Jald KyXHIO
OTKPBITOTO TUNIA. BHE KOHKYpEeHIUH.

Kak BuguM, ciioBa 3aMMCTBYIOTCSL U3 OJHOTO SI3bIKA B IPYTOM.

e Obpammuas oepusayusl.

OOGpaTHas aepuBaIys IpeAcTaBiseT coOol mpoiecc 00pa3oBaHMs IJIarojaoB
nyTeM ycedeHus cypdurca OoT KOPPEISITUBHBIX UMEH CYIIECTBUTEIBHBIX THIIA
televise «mmoKa3pIBaTh MO TEICBUACHUIO» OT television «TeneBueHue.

e Cpawenue.

Cparmenmne — coefuHeHUE THOO YCEUSHHOTO KOPHS OJHOTO CJIOBA C IEIBIM
CJIOBOM, JINOO COCTMHEHNE ABYX YCECUCHHBIX KOPHEH:

forex reserve (forex = foreign + exchange) — «pe3epBbl B HHOCTPAHHOM
BaJIIOTEY;

impex transactions (impex = import + export) — «9KCHOPMHO-UMNOPMHbLE
cOenKuy.

o AboOpesuayus.

Cpenu cymiecTByIOIIMX BUIOB ATOrO Criocoba ciioBooOpa3oBaHus 0co00TO
BHUMAHWMS 3aCITy’)KHBAIOT YaCTUYHO COKPAIICHHBIC WHHUIMAIBHBIC COKpAICHUS,
CYyTh KOTOPBIX COCTOUT B WHHIIMAIIBHOM COKPAIICHUH OJHOTO W3 AJIEMEHTOB
KOHCTPYKUMH, Hanpumep, B-unit (Barclays currency unit) «MexXIyHapoOAHAas
JeHexkHast enuHuna OaHka «bapkneits OdHk uHTepHEemH», Fed Wire —
«cucTemMa 3JEKTPOHHOM CBsI3U (eepanbHbIX pe3epBHbIX 0ankoB (CLLIA)» u T.1.

Takum oOpa3oM, MBI BHJIMM, YTO CYIIECTBYIOT paziIMIHBIC CIIOCOOBI 0Opa-
30BaHMsI HEOJOTU3MOB. J[J151 TOTO, 4TOOBI BBISICHUTH, KAKOE 3HAYCHHE NMEET HEO-
JIOTU3M, HEOOXOIMMO MPOAHATU3UPOBATH €T0 COCTaB M ITHMOJIOTHIO. TOJIBKO
MOCJIC BHUMATEIIFHOTO aHajnu3a HEOJIOTM3Ma MOKHO BBIIIOJHUTH €0 aJIeKBaT-
HBIU MIEPEBOJ.
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Nekuma 3. Cnocobbl NnepeBoaa HEONOrM3MOB

CymiecTByeT HECKOJIBKO CIOCOOOB Mepefadyd HEOJIOIM3MOB CpPEACTBAMU
PYCCKOTO SI3bIKA:

e Tpanckpunyus, mpaHciumepayusi.

CyuiecTByIOT KBa3uOeCHepeBOHbIE METOABI NEpelayd HeoJoru3mMoB. OHuU
Ha3BaHbl TaK MOTOMY, YTO MPHU UCIOIb30BAHUM ITUX MPUEMOB MPOLECC MEPEBO-
Ja Kak Obl OOXOJMUTCS M 3aMEHSETCS aKTOM 3alMMCTBOBAHUS 3BYKOBOW (Ipu
TPAHCKPUIILMHU) WK rpaduyecKkol (mpu TpaHcauTepauuu) Gopmbl CI0Ba BMECTE
co 3HauenueM u3 U B I15. Onnako 6GecniepeBOIHOCTh 3TOTO MPUEMA Ha CaMOM
Jiesie TOJIbKO KaKywiasicsi: (pakKTHYECKH 37€Ch 3aMMCTBOBAHHUE OCYLIECTBIISETCS
MMEHHO pajJMd MepeBoJa Kak HeoOXoaumas MpeArnochbUlKa ISl €ro ocylie-
CTBJICHUSI.

3anMCTBOBaHHOE ClIOBO cTaHoBUTCA (pakTom IS m yxe B xauecTBe Tako-
BOTO BBICTYMAaeT KakK SKBUBAJICHT BHEIIHE WACHTUYHOTO C HUM HHOS3BIYHOTO
cioBa. [lo cyimiecTBy 3TOT MyTh SIBJISIETCS OAHUM U3 JPEBHEHIINX U CaMbIX pac-
MPOCTPAHEHHBIX HA CTaUU €CTECTBEHHBIX (JIOMMCHMEHHBIX) SI3bIKOBBIX KOHTaK-
TOB, HO OH IPOJIOJIKAET UI'paTh HEMAIYIO pOJib U B Hactosee Bpems. [Ipasna,
IPUMEHEHUE ATOr0 IMpHEMa B HaIlle BPEMsl CBA3aHO C LEJIbIM PAJIOM Orpa-
HUYCHUHN (SI3BIKOBAsI MOJIMTUKA, CTUITUCTHYECKUE HOPMBI, TPAAUIIMHA PA3TAYHBIX
COLIMOJIMHTBUCTUYECKUX KOJIJIEKTUBOB U T.II.).

Meron mpanciumepayuu 3aKI04aeTCS B TOM, YTOOBI IPU TOMOILHU PYCCKUX
OyKB mepenatb OyKBbI, COCTABIISIOIINE AHIJIMICKOE CIIOBO, Hanpumep, Nikkei —
«Huxkeil» (MHAEKC KypcoB LIeHHbIX Oymar Ha Tokuiickoi ¢GoHA0BON OUpKE) U
T.4. TpaHciauTepauus MIMPOKO HCHOJIB30BAJIACH IMEPEBOAYMKAMU BIUIOTH 10
koHia XIX Beka. J[yig 3TOro nepeBoauuKy HeoOs3aTebHO ObUIO 3HATH MPOU3-
HOILIEHUE AHIJIMMCKOrO CJI0BA, M OH MOTI OrPAaHUYUTHCS €ro 3pUTETbHBIM
BOCTIPUSATHEM.

3HauuTenbHO OOJbIlIEE PACHPOCTPAHEHUE B MEPEBOAUYECKOW MPAKTUKE Ha-
CTOSILIETO BPEMEHH MUMEET MPUEM MPAHCKPUOUPOBAHUs, KOTOPBIA 3aKIH0YAETCS
B mepenade He opdorpaduueckoil ¢popmbl cioBa, a ¢oHeTHueckoil. B cuiry
3HAYUTEIBHOTO OTIAWYMS (OHETHUYECKUX CHCTEM PYCCKOTO U aAHIJIMKACKOTO
A3BIKOB, TakKas IepeAada BCerja HECKOJbKO YCJIOBHA M BOCIPOMU3BOAMT JIMIIb
HEKOTOpoe Moj00Ke aHruiickoro 3Byuyanus. llepeBoguuky cieayer Bceraa
UMETH B BHJLY, YTO TIPU MCIIOJIH30BAHUH MPHUEMa TPAHCKPHUIIIIUU BCET/1a UMEETCS
AJIEMEHT TPAHCIUTEPALIUH.

e Kanvkuposanue.

Cpenu cOOCTBEHHO MEPEBOAHBIX CIOCOOOB B OTIENbHYIO YaCTh BbIAEIACTCS
KaJbKUPOBAHHUE, KOTOPOE 3aHMMAET IPOMEXKYTOUHOE IIOJIOKEHHE MEXIy
HOJIHOCTBIO MEPEBOAHBIMU U OECIIEPEBOIHBIMU CIIOCOOAMU Iepeiadll HEOJIOTU3-
MOB. «becnepeBoJHOCTE» KaJIbKUPOBAHUS MPOSIBISIETCS B COXPAHEHUU HEU3-
MEHHOW BHYTpEeHHEH (opMbl ciioBa (Cp. COXpaHEHHE HEU3MEHHOH BHEIIHEH
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dbopmbl npu OecriepeBoiHON Tepenaue). KanbkupoBaHue mpejnoiaraet cylie-
CTBOBaHHE JBYCTOPOHHHX MEKBS3BIKOBBIX COOTBETCTBHM MEXIy 3JIEMEHTap-
HBIMH JICKCHYCCKUMHU CIUHUIIAMU, KOTOpPBIE W HCIIOJB3YIOTCS B KaveCTBE
«CTPOUTEIIBHOT'O MaTepuaia» JUisl BOCCO3/IaHUs BHYTpeHHEH (OPMBI 3aMMCTBO-
BaHHOT'O MJIM TICPEBOJIMMOTO CJIOBA.

KanbkupoBanue Kak MpUeM CO3/IaHUS SKBHUBAJIEHTA CPOJHU OYKBaJIbLHOMY
MIEPEBOIY — SKBUBAJICHT IICJIOTO CO3JACTCS IMyTEM MPOCTOTO CIOKEHUS YKBUBA-
JICHTOB €r0 COCTaBHBIX YacTel. OTCroaa CcleayeT, 4TO KaTbKUPOBAHUIO TIOIBEP-
Tar0TCs TOJIBKO HEOJIOTH3MBI CIIOXKHOTO cioBa. K mpumepy, cioBo multicurrency
COCTOMT M3 JIByX COCTaBIISIOIIMX KOMIIOHEHTOB multi u currency, o6a 1o
OTJIEJIBHOCTH MOTYT OBbITh IMEpPEBEJEHbl KaK «MHOro-» (mpedukc, 00603Haydaro-
U MHOXKECTBEHHOCTB) M CYIICCTBUTEIBHOE «BAIIOTa», MPH HUX CIOKCHHUH
MOJIy4yaeTcsi TEPMHUH «MHOTOBAIIOTHBIN (HampuMmep Kpeaut)» wiH interbank
(market) = npedukc inter- («Mex-») + cymiecTBUTeNIbHOE bank («0aHKOBCKUIN)
T.0. CO3/IA€TCSl HEOJIOTU3M — «MEKOAHKOBCKUH (PBIHOK)».

[IpeumyiecTBOM nprieMa KaJIbKUPOBAHHMS SIBJISIFOTCSI KPATKOCTh U TIPOCTOTA
MOJIy9aeMOT0 C €ro TOMOIIBI0 AKBUBAJICHTA W €r0 OJIHO3HAYHAs COOTHECEH-
HOCTh C HMCXOAHBIM CJIOBOM, JOXOZAIIAs JO TOJHOH OOpaTUMOCTH COOTBET-
CTBUSA. XOTSI JKBUBAJICHTBI-KAIBKU «CTPAJAOT» OYKBaJM3MOM, KPATKOCTh H
MOTCHIIMAIbHAST TEPMHUHOJOTHYHOCTh JIeJaeT WX BEChbMa IPHUBJICKATEIHLHBIMU
JUTSl MCTIOJIBb30BaHUSI B Ta3€THO-IyOJUITMCTHYCCKAX M OOIIECTBEHHO-HAYYHBIX
paboTax.

e Onucamenvhble IKEUBALEHINDYL.

OnucartenbHble HKBUBAJICHTHl OTHOCATCA K HEKAIBKUPYIOIIUM CIIOCO0aM
nepesayy HEeOJOTU3MOB M MPUHIIMIHAIBHO OTIMYAIOTCS OT KaJlbKH TEM, YTO B
ONMMCATENBbHBIX CIOCO0ax Mepeladyd HEeOJOTH3MOB MHBAPHUAHTOM IEpPEBOJA SB-
JISI€TCS UMEHHO 3HaY€HUE WHOS3BIYHON €TMHULIBI 0€30THOCUTEIBHO K XapaKTepy
€ro CBSI3EH ¢ BHEIIHEHW CTPYKTYpOIl ClI0Ba, B TO BPEMSs KakK MPHU KAIbKUPOBAHUU
WHBApUAHTOM IepeBoja siBisieTcss popma eaunuiisl S (mpaBaa, He 3ByKoBas
Wi rpaduueckas, Kak Mpu TPAHCKPUOMPOBAHUM WIM TPaHCIUTEpAIUH, a JIEeK-
CUYecKasi WM JIEKCUKO-Mop(dosornyeckas), coaepkareabHas CTOPOHA OCTAeTCs
KaK OBl «3a CKOOKOI».

Jpyrumu ciioBaMH, ONMUCATENbHBIA MEPEBO COCTOUT B Mepeavye 3HAUCHHUs
aHTJIMHACKOTO CJIOBA MPU MOMOIIM 00Jiee UM MEHEE PaclpOCTPAHEHHOTO 00bsIC-
HEHHUs. DTOT COCOO0 MOKHO MPUMEHSTh Kak JJisi 0ObSICHEHHs] 3HAYEHHS B CJIO-
Bape, Tak U IPH MEePEeBOJe HEOJOTM3MOB B KOHKPETHOM TekcTe. OnucarenbHblil
MEePEeBOJI OCYIIECTBISETCS Pa3IMYHbBIMU crioco0aMu. PaccMoTpuMm 1iBa ciyyas.

1. bupeBoit TEpMUH open outcry, UCTIOJNIBb3Ysl KaTbKUPOBAHUE, MOYKHO OBLIO
Obl TIepeaTh KaKk «OTKPBITHIM BBIKPUK», HE CMYIIasiCh OyKBalIH3Ma, TOCKOJIbKY
BCEM HU3BECTHO, YTO Ha OHpxKe HEOOXOJMMO OYEHb OBICTPO pearupoBaTh Ha
CIPOC U MPEAJIOKEHHE, U TPU HA3HAUYCHUHU IIEHBI, JIJII TOrO YTOOBI ONEPEAUTD
KOHKYPEHTOB, HE KpU4aTh MPOCTO HEBO3MOXKHO. OJIHaKO TakoW crocol mepe-
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nayu (a y>K TeM 0oJiee TPaHCKPUOMpPOBaHUE WM TPAHCIUTEPUPOBAHUE) SIBIIS-
€TCS HEMPUEMJIEMBIM, TaK KaK HE PacCKPhIBACT 3HAYCHHS ATOTO CJIoBa. B manHOM
ciyyae HauOosiee MOAXOASAIIUM MTPUEMOM ObLT ObI OMMCATEIbHBIN IEPEBOI.

Wrak, 3a 3HaYeHHE TEPMHUHA MOXHO TIPHUHITH OOBSICHEHHE B JTOCTATOYHO
aBTOpUTETHOM TOJKOBOM cioBape US. Tak, B cnoBape The Oxford Dictionary
for the Business World (1993) 3HaueHue TEpMUHA Open outcry pa3bsCHICTCS Kak
«a meeting of commodity brokers with dealers in order to form a transaction.
Traders usually form a ring around the person shouting out bids and offers».
[lepeBon B gaHHOM ciydae OyJeT 3BydaTh TaK: MemoO OUpiHceol mop2osiu
NYMéEM NpaMo20 KOHMAaxKma npooasya u noKynames.

PaccMoTpeHHBII Ha JAHHOM MpUMEpE CIOCO0 OMUCATEIBHOro IMepeBoAa
Ha3bIBaeTCS OOBSICHUTEIBLHBIM, TTIOCKOJIBKY B SKBUBAJICHTE KaK ObI OOBSACHSIIOTCS
CYIIIECTBEHHBIE 3JIEMEHTHI 3HAYCHHs MepeBOAUMOro ciioBa. OOBSICHUTEILHBIN
NEPEBOJI CTOUT OJIMKE K TOJIKOBAHUIO CJIOBA, HO OH BCE K€ OCTAETCA MEPEBOJIOM
U TIPUTOJICH IS MCIIOJb30BaHMS B PealbHOM TekcTe. OMHAKO Jake MpPH OITH-
MaJlbHOM TI0A00pe OOBSACHUTEIBHOTO JKBHUBAJEHTA €My TMPUCYIIHA TaKHe
HEJI0OCTaTKH, KaK MHOTOCJIOBHOCTh M HEKOTOpas (DaKyJIbTaTUBHOCTb DSKBH-
BasieHra B [141.

2. Tlpuem ommcaTeNbHOTO TEPEBOJAa MOXKET OBITh BOIUIOMIEH M JAPYTHM
criocoboM. [loocmarogouHblli nepesod — TIpUEM IMepe/ladyd HEeoJIOTU3Ma, MpU
KOTOPOM B Kau€CTBE €r0 SKBUBAJICHTA UCMOJB3YeTCs yxke cyliecTByroniee B [151
CIOBO (MUIM CJIOBOCOYETAHHE), HE SBIAIOIMICECS B HEM HEOJIOTHM3MOM, HO 00-
Jajaioniee JOCTaTOYHOW OOUIHOCThIO 3HAYEHHH € MCXOAHBIM CJIOBOM. B
UJICAUTHPHOM CJIydae 3/IeCh MOXKET OBbITh JIOCTUTHYTa CEMaHTHYECKass KOHTPYIHT-
HOCTh, T.C. COBIQJICHME O0ObeMa JECHOTATUBHBIX 3HAUYCHUU (MpU HEU30EKHOM
pPacXoXJACHUU B HEKOTOPBIX KOHHOTATHBHBIX 3JIeMEHTax). [IpuMepamu Takoro
MOJTHOTO COBMAJCHUSI OOBEMOB 3HAYEHUW B TMpejenax mapbl JIEKCUKOTpa-
(¢bUuecKuX COOTBETCTBUM MOTYT CIYXWUTh: order interval — «IMKI 3aKaza
(uHTEpBaT MEXIY MOCJIENOBATEIbHBIMU 3aKkazamu), managed floating rate —
«KOPPEKTUPYEMBI IJIABAIOIIHHA KYPC).

CoBnazieHue 00beMOB 3HAUYCHUM — OTHOCUTENILHO peaKuil cirydail. ['opasno
Jaiie TpPU TIOJICTAHOBKE IPOUCXOJHUT CEMaHTHYecKas TpaHchopmarus, T.e.
cinoBo Ha M npenaerca cioBom 1151, 3HaueHuMe KOTOPOro OTIIMYAETCS CBOUM
o0BeMOM WM cojepkaHueM. Takas TpaHchopmanusi MOXET ObITh JIMOO KOH-
HEHTPUYECKOM, TMOO0 CMEeleHHON. B mepBoM ciiyyae MpOUCXOAUT CYyKEHUE WIH
paciiMpeHue 3HadyeHus npu 3amene cioa Ha UM ero IIfI-skBuBanentom. Bo
BTOPOM — HEIMOJIHOE COBIAJICHUE 3HAYEHUN KOPPEIUPYIOIICH Maphl CJIOB O CO-
JEPIKAHMUIO.

[IpumMepoM KOHILIEHTPUYECKOM TpaHC(POPMALIMM MOXKET CIYXKHUTh transition
country — «CTpaHa € MEPEXOJHON SKOHOMHUKOW» (MPOUCXOAUT CYKEHHUE 3Ha-
YEHUs;, IOCJIOBHO — «CTpaHa nepexojiay), industrial country — «IIpOMBIIIIJIEHHO-
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pa3BuTas CTpaHa» (MPOM3OILUIO CY>KEHHE 3HAYCHHS, TOCIOBHO — «IPOMBIIII-
JICHHAs CTPaHa).

DKBUBAJICHTHI CO CMEIICHHBIM 3HAUYEHHUEM CPEIH IMOJACTAHOBOYHBIX KBHBa-
JICHTOB BCTPEYAIOTCS JOBOJBHO YacTO, YTO BIOJHE €CTECTBEHHO, MOCKOJBKY
IpUEM TIOJCTAHOBKU I10 CYIIECTBY MCIOJB3YeTCS HMMEHHO TOTAa, KOTJIa B
COIIOCTABJISIEMBIX SI3bIKAX HET KOHTPYIHTHBIX MEXKIY COOOW Map JIGKCMYECKUX
sKkBUBaJIeHTOB. Hampumep, exchange rate — «oOMEHHBIH Kypc» (JIOCIOBHO —
«OOMEHHBIN YPOBEHDBY).

BriBO Bl

Heonorusm noimkeH BOCOIPUHUMATBHCS KaK HOPMAJIbHOE SI3bIKOBOE SIBJICHHE,
U OTCYTCTBHUE CJOBa B CIIOBApE HE MOXKET CIYXKUTh MPEHSATCTBUEM IUISl €ro
NepeBo/ia, K TOMY € MMEHHO MEpeBOAUYECKas MPAKTHKA JEJaeT HauOOJIbIIHA
BKJIAJl B MIOTIOJTHEHUE JIEKCUYECKOTO COCTaBa s3bIKa NEPEBO/Ia HOBBIMU CIIOBaMH,
NPUXOAAIIMMHU U3 APYTHX S3BIKOB, a OTCIOJA U CIOBHUKOB JBYS3BIYHBIX CIIO-
Bapeil. B 11000M ciyuae, Korjga M3BECTHO 3HAYE€HUE HOBOTO CIIOBA, MMEETCS
BO3MOXHOCTb MEPEJaTh €ro Py MOMOIIN PACCMOTPEHHBIX CIIOCOOOB.

Hraxk, nmpouecc nepeBosa HEOJOTU3MOB C AHIVIMMCKOTO S3bIKA HA PYCCKUU
MPOXOJMT B JIBA dTara:

1) BbIsICHEHHE 3HAYEHUS HEOJIoru3Ma (Korja nepeBOoAUMK JIU00 oOpalaeTcs
K MOCJIEIHUM HW3JIaHUSM aHTJIMHUCKUX TOJKOBBIX (PHIMKJIONEINYECKHUX) CIIOBa-
peil, mubo ysCHSAET 3HAYE€HHWE HOBOTO CJIOBA, NPUHHMMAs BO BHUMAaHUE €ro
CTPYKTYPY U KOHTEKCT);

2) coOcTBEHHO NIEepeBO/ (Mepenayda) CpeCTBAMU PYCCKOTO sI3bIKa, @ UMEHHO:
TPAHCKPUIILMSA, TPaHCIUTEpaAlUs, KaJIbKUPOBAHHE, OINUCATEIbHBIM MEepEeBO
(OOBSICHUTENBHBIM WM TOJACTAHOBOYHBIM, MPU HUCHOJb30BAHUHU IOCIIEIHETO
croco0a MOXXKHO HaOIIOIaTh KaK IMOJIHOC COBIAACHUE ACHOTATUBHBIX 3HAUCHUM,
TaKk W CY)XCHHUE WA pacllupeHue 3HadyeHus ciosa [ISl, unm xe HemoaHoe
coBnajieHue 3HaueHuit napel cioB U u I15).

UYro kacaercst BBIOOpa TOTO WM MHOTO Croco0a nepeaadyrd HEOJOTUu3MOB, TO
OH 3aBHCHUT OT MHOTUX CYObEKTUBHBIX ()aKTOPOB (OHH HE OBUIN PACCMOTPEHBI B
paboTe HMMEHHO IO MPUYMHE CBOEH CYyOBEKTHUBHON NPHUPOABI), TAaKUX Kak,
HaIpUMep, JINYHOCTh MEPEBOAUMKA, €TI0 OIBIT, UHTEIUIEKT, CIIOCOOHOCTh OIEpH-
poBaTh a0CTPAKTHBIMU MOHSATUSIMHU, 0OCTAHOBKA BO BpeMs IIpoIlecca MepeBo/ia, a
TaK)K€ OT CTWIA TeKcTa (IMyOJMUMCTUYECKUW, HAYyYHbIM, XYHOKECTBEHHBIH WU
T.A.), CTUJII KOHKpPETHOro aBTopa U mp. OAHAKO Mpexae BCEro HeoOXOJIUMO
CTPEMHTHCSI K TOMY, YTOOBI SKBUBAJIEHT Heosorusmy M (aHrmuiickoro si3bika)
B MAaKCHMMAaJbHOM CTENEHH OTBeYaJ HOpPMaM M TpaBWIaM sI3blKa IepeBoAa
(pycckoro si3bIKa), €U OCYIIECTBIISIETCS IEPEBO]] HA PYCCKHUM S3BIK.
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O 0 1N DN K~ W —

Bonpocsl 1151 KOHTpOJIA

. Uro Takoe nepeBoa?

. KakoBa uienip nepeBoja?

. Kakue npo6yiemMbl ¥ TPy THOCTH TIEPEBO/Ia CYIIECTBYIOT?

. Uto Takoe o0OBeKT neperoaa?

. Kakue cioBa Ha3pIBaroTCs HEOJIOTM3MAMHU ?

. Kakwue 2 stamna BeIICTSIOT P IIEPEBOAC HEOJIOTU3MOB?

. Kak nmpoucxoauTt ciioBooOpa3zoBaHue HEOJIOTU3MOB?

. HazoBure crmocoOsl mepeBoa HEOJIOTU3MOB.

. KakoBbI c11ocoObI OCYIIECTBIICHUSI ONKUCATEIHLHOTO TIepeBoia?
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MPUNTIOXEHNA

[Ipunoxenue 1

TEXT 1

1. Ilpouumatime mexcm, cmapasico NOHANMb €20 COOEPHCAHUE.
2. Buinoanume peghepamusnwiii nepesoo mexcma.
3. Hanuwume nepegoo-anHomayuio.

History of architecture in Britain

The history of architecture in England between 1500 and 1800 can be seen
as a series of stages defined by the interests of patrons and, within the forms of
the buildings themselves, by the variety of responses possible to the forms of
Renaissance architecture in continental Europe. In such a history, England
always had problems in its cultural and political relations with other countries,
Italy in particular. In addition, there was the Reformation, which, after the early
1500s, led to an immediate decline in ecclesiastical architecture. Throughout this
entire period, problems of royal patronage also existed. If in France or Italy new
traditions of design had been established by those in authority, in England the
parlous state of the finances of the monarchy, even with two extremely active
patrons, King Henry VIII and King Charles I, always severely limited what was
built.

England is geographically far from Italy. Some of the early forms of Italian
design were known almost immediately, but until the end of the sixteenth
century most of what was built in England was still based on the local traditions
of Gothic building. It was only later that there were sufficient masons and
craftsmen trained in the ways of Renaissance architecture to know how to
incorporate it effectively into whatever they built.

Of the architecture constructed for Henry VIII, the most important surviving
example is Hampton Court, confiscated from Cardinal Thomas Wolsey in 1529
and then extended; most notable is its Great Hall, where the structure was still
essentially Gothic but much of the ornamentation — the putti, scrolls, and
balusters, as well as other details elsewhere in the palace — hinted at a newer
style from Italy. At Nonsuch Palace in Surrey, begun in 1538, there was a clear
attempt to rival Chambord, built by King Francis I a decade earlier; though the
plan of two great courts there was traditional, for many of the decorative details
foreign craftsmen were brought in, some of whom, like Nicholas Bellin, had
worked at Fontainebleau in similar ways.

Tudor architecture was still largely Gothic. But the plans of the buildings,
seen in historical context, tended now to be symmetrical; the blocks were seen as
individual units, rather than being brought together under the form of linear
patterning that had been so much a part of the older English style. To make the
effect very different from what had been built even fifty years earlier, new forms
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of decoration also appeared: simple octagonal towers, polychrome brick, niches,
plaques, and decorated chimneys. They may be observed at Barrington Court,
Somerset (1515-1548), Compton Wyngates, Warwickshire (c. 1520), and Sutton
Place, Surrey (1523—-1527).

The next great period was that of Elizabethan architecture, as seen in the
large manor houses and great courtly houses built from the 1560s onward, often
by newly wealthy merchants or courtiers and ministers of state. Some important
examples are Wollaton Hall, Nottinghamshire (1580-1588), Longleat Hall,
Wiltshire (1572), Burghley House, Northamptonshire (1577-1585), and
Hardwick Hall, Derbyshire (1590-1597). The style and plans of these houses, in
their symmetry and details, were more clearly indebted to Renaissance
architecture. If the windows now often took up much of the wall, the decorations
around them, taken as much from Flanders as from Italy — the false niches and
strap-work, the grotesques and broken columns — had a new visual power and
seemed to mirror perfectly, as if in heraldry, the power and new wealth of their
owners. It was also at this time that the first two English architects became
known by name: Robert Smythson (1535-1614), the designer of Hardwick and
Wollaton, and John Thorpe (1568-1620), many of whose drawings have
survived. But still the play between native traditions of masonry building and
new forms of Italian design took time to be worked out. Notable examples of
this mixed style, often referred to as Artisan Mannerism, can be seen at Hatfield
House, Hertfordshire, begun in 1607; a collegiate building like Wadham
College, Oxford, built from 1610-1613; and Swakeleys, Middlesex, built in
1638.

All of this was to change quickly with Inigo Jones and the patronage he
received from King Charles I. Jones had been to Italy, and his books and notes
show how well he learned the principles and practice of the new architecture. If
in the end he was able to design only a few completed buildings, such as the
Queen's House, Greenwich (1616—-1639), and the Banqueting House, Whitehall
(1616-1639), the simple classical style he used for them, based on the example
of Andrea Palladio, was to transform completely the idea of architectural design
in England. He also produced a number of designs, never built, for country
houses, and these are reflected in the plain, astylar (without columns) character
of buildings like Thorpe Hall, Huntingdonshire (1653-1656), and Lees Court,
Kent (c. 1640). And in the houses designed for the duke of Bedford at Covent
Garden (begun in 1631), Jones established a style of urban architecture that was
to influence much of what was built in cities in England for the next two
centuries.

However, it was the work of Christopher Wren and that of the next
generation of architects — Hugh May, Robert Hooke, and others — that finally
fully established the style of classical architecture in England. And in Wren's
work, whether for colleges at Oxford and Cambridge, or at Greenwich, or again
at Hampton Court, and then in numerous city churches and St. Paul's Cathedral,
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a version of the baroque was brought to England, rich and grand enough to be
comparable to what was available in the other countries of Europe.

A battle of styles was to nevertheless continue. After Wren, there was in the
work of Nicholas Hawksmoor and Sir John Vanbrugh — as at Blenheim Palace,
Oxfordshire (1704-1725), or St. Anne's, Limehouse, London (1714-1724) — a
grand classical style, in its effect recalling something of Elizabethan
architecture, but against this was now set the Palladianism advocated by Lord
Burlington. It effectively brought English architecture back to the classical roots
of Palladio and the designs of Jones. Burlington was himself an architect and a
powerful and tireless patron of art. At Chiswick House, London (begun in
1725), Wanstead House, Essex (1713-1720), and Holkham Hall, Norfolk
(begun in 1734), he was able with the help of Colin Campbell and William Kent
to define a tradition of apparently replicable, classicizing architecture that, with
new ideas about the natural landscape taken from Rome and even China, gave
both architects and new patrons alike firm ideas about designing buildings and
gardens that would be socially and intellectually acceptable.

However, all of this was happening at a time when familiar concepts of
beauty were beginning to be questioned by philosophers like David Hume and
Edmund Burke. And with the political and cultural changes taking place in
Europe, classical buildings even beyond those of Italy were now accessible to
anyone interested in travel and a fresh view of the history of architecture. In this
regard, Greece was to become very important. Despite the fact that with figures
like Sir William Chambers and Robert Adam, by the end of the eighteenth
century, architects were working more professionally, with full offices and
staffs, there were also many more theoretical disputes about the propriety of
styles: whether the refined traditions of Italy should remain the model, or the
simpler and more primitive styles of Greece were superior. The result, especially
as the eighteenth century came to an end, was a mix of styles, with some
architects like Chambers still working in an Italianate style, as at Somerset
House, London (1776—-1780), and others preferring a simpler Greek style, as at
Dover House, London (1787), designed by Henry Holland. Other architects,
such as Horace Walpole at Strawberry Hill, London (1748 onward), or James
Whyatt at Fonthill Abbey, Wiltshire (1795-1807), developed a new version of the
native Gothic style that elicited very different responses from those engendered
by the purer, more rational classicism of the new Palladianism.

There was no one way to resolve these differences, especially when other
stylistic elements were soon to appear, as in the garden buildings at Kew,
designed in the 1770s and 1780s, and clearly influenced by the buildings of
Moorish Spain, the architecture of India and China, and the Gothic past of
England. The last great classical architect in England was Sir John Soane; in
buildings like the Bank of England, London (1792—1793), or the library in his
home at 12 Lincoln Inns Fields (1792), he suggested an architecture that was at
once deeply individual, yet recalled the traditions of a native yet distinctly
Roman style that had been used by Vanbrugh and Hawksmoor. This was a
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moment of stylistic eclecticism, but it was from these possibilities that
architecture could develop as it did in the next century, using new materials of
glass and iron, and often for structures like bridges, railway stations, and
factories, in a classical style, one completely different from what had developed
when Renaissance architecture was first brought to England.

TEXT 2

1. Ilpouumatime mexcm, cmapasnco NOHAMb €20 COOEPHCAHUe.
2. Buinonnume pegepamusnwiii nepesoo mexcma.
3. Hanuwume nepegoo-anHomayuio.

History of landscape construction

Landscape construction traces its roots to the early public parks in Europe
and Great Britain. Since parks were popular places for carriage rides, leisurely
strolls, and courtship rituals, they needed to be imbued with a sense of culture
and civilization while, at the same time, preserve and maintain the unspoiled
beauty of Mother Nature. This involved defining broad paths for horses and
pedestrians, constructing bridges over streams, clearing away unsightly rocks
and dead trees, and providing benches and shelters for people to respectively rest
and get out of the rain. Unless one was wealthy and had servants to tend to their
private gardens, individuals who lived in cities had little more than window
boxes to «dress up» the exteriors of their dwellings; those in rural regions only
planted vegetation that could be harvested and sold. Not until the advent of
residential suburbs did homeowners finally have front and backyards that could
be landscaped — a scenario that continues to require them to consult a
professional to help them get it right and hire a gardener to keep it from
becoming overgrown.

Types

e There are three types of landscape construction. The first is residential,
which involves properties that are meant to be lived in by individuals and
families. These can be anything from a cozy bungalow to a Beverly Hills
mansion to an apartment or condominium complex. The second kind of
landscape construction pertains to commercial facilities such as office buildings,
restaurants, shopping malls, amusement parks, golf courses and stores. The third
type is environmental design. A botanical garden, for instance, would fit this
model because it's not only an educational setting where visitors can learn about
indigenous plants but also where horticultural experts can effectively study the
challenges impacting a region's fragile ecosystems.

Considerations

e Most people who enter the field of landscape construction as a career have
a degree/expertise in horticulture, botany, environmental science, engineering,
or architectural design. Although a lot of their time is spent outdoors in
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overseeing a landscape project from start to finish, much of the preliminary
planning is now done indoors with CAD (computer-aided design) software
programs. Instead of the olden days of sketching out a concept on a piece of
graph paper, a landscape designer can define the dimensions directly on the
screen, generate a complete irrigation network, and create a color simulation of
what the finished garden will look like. Further, there are programs that can even
project what the trees and shrubs will look like in the next 5, 10 or 20 years. The
ability to run these computer simulations is an enormous cost benefit to the
client because they can see in advance if the plan is pleasing to the eye before a
single spade of dirt is even turned.

Misconceptions

e The most common misconception about the landscape construction
business is that it's all about «mow, blow, and go». In other words, once the
property has been landscaped, that's probably the last that will ever been seen of
the designer. While there's no shortage of technicians who do things on the
cheap and quickly move on to their next project, the ones who are successful in
this business have a vested interested in ensuring that the fruits of their labor
continue to look spectacular and won't unravel into a jungle that can only be
traversed with a machete. Accordingly, landscape designers need to be sensitive
regarding the use of plants that are low maintenance/low water, irrigation that's
designed for maximum efficiency/minimal waste, materials that come from
recycled, renewable or sustainable resources, and projects that can be
approached in an environmentally conscientious manner to create beautiful
sanctuaries. Likewise, regions of the country that allow its population to
embrace a lifestyle largely spent outdoors have resulted in a high demand for
designers who are well versed in the construction of patio decks, waterfalls,
outside fireplaces, koi ponds, barbecues, gazebos, fire pits and exterior lighting
systems.

Expert Insight

e The following books are not only great resources for the do-it-yourself
gardener but also provide a full spectrum of layout designs to give you a starting
point when discussing your landscaping vision with a professional:

«Sustainable Landscape Construction: A Guide to Green Building
Outdoors» by J. William Thompson and Kim Sorvig;

«Landscape Construction: Procedures, Techniques, and Design» by Floyd
Giles;

«Landscaping Principles and Practices» by Jack Ingels;

«Master Landscape Pro and Home Design» (software) by Punch! Software;

«Start-to-Finish Landscape Construction» by Ortho;

«Landscapes Estimating & Contract Administration» by Stephen Angley,
Edward Horsey, and David Roberts;

«Landscaping for Dummies» by Phillip Giroux, Bob Beckstrom, Lance
Walheim, and The Editors of the National Gardening Association.
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[Ipunoxenue 2

TEXT 1

3aoanue 1. IlpounTaiiTe TEKCT, CTapasCh MOHATH €ro O0IIee CoIepIKaHHE.
3aoanue 2. BblllonHUTE TOJHBINA MUCbMEHHBIN NepeBo TekcTa. OObsCHUTE,
KaKHe MepeBo{4ecKue TpaHC(HOpPMaIIUH Bbl UCIIOJIB3YETE.

Central heating

Central heating unit

A central heating system provides warmth to
the whole interior of a building (or portion of a
| building) from one point to multiple rooms.
" When combined with other systems in order to
| control the building climate, the whole system
may be an HVAC (heating, ventilation and air
conditioning) system.

Central heating differs from local heating in
that the heat generation occurs in one place, such
as a furnace room in a house or a mechanical
room in a large building (though not necessarily
at the «centraly» geometric point). The most
common method of heat generation involves the
combustion of fossil fuel in a furnace or boiler.
The resultant heat then gets distributed: typically
by forced-air through ductwork, by water
circulating through pipes, or by steam fed
through pipes. Increasingly, buildings utilize
solar-powered heat sources, in which case the
distribution system normally uses water
circulation. Much of the temperate climate zone, most new housing has come
with central heating installed since the Second World War, at least. Such areas
normally use gas heaters, district heating, or oil-fired system, often using forced-
air systems. Steam-heating systems, fired by coal, oil or gas, are also used,
primarily for larger buildings. Electrical heating systems occur less commonly
and are practical only with low-cost electricity or when ground source heat
pumps are used. Considering the combined system of central generating plant
and electric resistance heating, the overall efficiency will be less than for direct
use of fossil fuel for space heating.
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The Summer Palace of Peter g
the Great in St. Petersburg, one of Fo&® '
the first buildings to incorporate the =
modern-type hydrologic central
heating

Some buildings in the Roman
Empire used central heating |
systems, conducting air heated by
furnaces through empty spaces
under the floors and out of pipes in
the walls — a system known as a
hypocaust.

In the early medieval Alpine upland, a simpler central heating system where
heat travelled through underfloor channels from the furnace room replaced the
Roman hypocaust at some places. In Reichenau Abbey a network of
interconnected underfloor channels heated the 300 m? large assembly room of
the monks during the winter months. The degree of efficiency of the system has
been calculated at 90 %.

In the 13th century, the Cistercian monks revived central heating in
Christian Europe using river diversions combined with indoor wood-fired
furnaces. The well-preserved Royal Monastery of Our Lady of the Wheel
(founded 1202) on the Ebro River in the Aragon region of Spain provides an
excellent example of such an application.

The Roman hypocaust continued to be used on a smaller scale during late
Antiquity and by the Umayyad caliphate, while later Muslim builder employed a
simpler system of underfloor pipes.

By about 1700 Russian engineers had started designing hydrologically based
systems for central heating. The Summer Palace (1710-1714) of Peter the Great
in Saint Petersburg provides the best extant example. Slightly later, in 1716,
came the first use of water in Sweden to distribute heat in buildings. Martin
Triewald, a Swedish engineer, used this method for a greenhouse at Newcastle
upon Tyne. Jean Simon Bonnemain (1743—1830), a French architect, introduced
the technique to industry on a cooperative, at Chateau du Pécq, near Paris.

Angier March Perkins developed and installed some of the earliest steam-
heating systems in the 1830s. The first was installed in the home of Governor of
the Bank of England John Horley Palmer so that he could grow grapes in
England's cold climate.

Franz San Galli, a Polish-born Russian businessman living in St. Petersburg,
invented the radiator between 1855-1857, which was a major step in the final
shaping of modern central heating.
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Water heating

Common components of a central heating system using water-circulation
include:

e Gas supply lines (sometimes including a propane tank), oil tank and
supply lines or district heating supply lines

e Boiler (or a heat exchanger for district heating): heats water in a closed-
water system

e Pump: circulates the water in the closed system

e Radiators: wall-mounted panels through which the heated water passes in
order to release heat into rooms

Engineers in the United Kingdom and in other parts of Europe commonly
combine the needs of room heating with hot-water heating and storage. These
systems occur less commonly in the USA. In this case, the heated water in a
sealed system flows through a heat exchanger in a hot-water tank or hot-water
cylinder where it heats water from the normal water supply before that water
gets fed to hot-water outlets in the house. These outlets may service hot-water
taps or appliances such as washing machines or dishwashers.

Sealed water-circulating system

A sealed system provides a
form of central heating in which the
water used for heating usually
circulates independently of the
building's normal water supply. An
expansion tank contains compressed
gas, separated from the sealed-
system water by a diaphragm. This
allows for normal variations of
pressure in the system. A safety
valve allows water to escape from
the system when pressure becomes
too high, and a valve can open to
replenish water from the normal
water supply if the pressure drops
too low. Sealed systems offer an
alternative to open-vent systems, in
which steam can escape from the
system, and gets replaced from the building's water supply via a feed and central
storage system.
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Electric and gas-fired heaters

Electric heating or resistance heating converts electricity directly to heat.
Electric heat is often more expensive than heat produced by combustion
appliances like natural gas, propane, and oil. Electric resistance heat can be
provided by baseboard heaters, space heaters, radiant heaters, furnaces, wall
heaters, or thermal storage systems.

Electric heaters are usually part of a fan coil which is part of a central air
conditioner. They circulate heat by blowing air across the heating element which
is supplied to the furnace through return air ducts. Blowers in electric furnaces
move air over one to five resistance coils or elements which are usually rated at
five kilowatts. The heating elements activate one at a time to avoid overloading
the electrical system. Overheating is prevented by a safety switch called a limit
controller or limit switch. This limit controller may shut the furnace off if the
blower fails or if something is blocking the air flow. The heated air 1s then sent
back through the home through supply ducts.

In larger commercial applications, central heating is provided through an air
handler which incorporates similar components as a furnace but on a larger
scale.

Hydronic and steam systems

Hydronic heating systems are systems that circulate a medium for heating.
Hydronic radiant floor heating systems use a boiler or district heating to heat
water and a pump to circulate the hot water in plastic pipes installed in a
concrete slab. The pipes, embedded in the floor, carry heated water that conducts
warmth to the surface of the floor, where it broadcasts heat energy to the room
above.

Hydronic systems circulate hot water for heating. Steam heating systems are
similar to heating water systems, except that steam is used as the heating
medium instead of water.

Hydronic heating systems generally consist of a boiler or district heating
heat exchanger, hot water circulating pumps, distribution piping, and a fan coil
unit or a radiator located in the room or space. Steam heating systems are
similar, except that no circulating pumps are required.

Hydronic systems are closed loop: the same fluid is heated and then
reheated. Hydronic heating systems are also used with antifreeze solutions in ice
and snow melt systems for walkways, parking lots and streets. They are more
commonly used in commercial and whole house radiant floor heat projects,
whereas electric radiant heat systems are more commonly used in smaller «spot
warming» applications.
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Heat pumps

In mild climates a heat pump can be used to air condition the building
during hot weather, and to warm the building using heat extracted from outdoor
air in cold weather. Air-source heat pumps are generally uneconomic for
outdoor temperatures much below freezing. In colder climates, geothermal heat
pumps can be used to extract heat from the ground. For economy, these systems
are designed for average low winter temperatures and use supplemental heating
for extreme low temperature conditions. The advantage of the heat pump is that
it reduces the purchased energy required for building heating; often geothermal
source systems also supply domestic hot water. Even in places where fossil fuels
provide most electricity, a geothermal system may offset greenhouse gas
production since most of the energy furnished for heating is supplied from the
environment, with only 15-30 % purchased.

Environmental aspects

From an energy-efficiency standpoint considerable heat gets lost or goes to
waste if only a single room needs heating, since central heating has distribution
losses and (in the case of forced-air systems particularly) may heat some
unoccupied rooms without need. In such buildings which require isolated
heating, one may wish to consider non-central systems such as individual room
heaters, fireplaces or other devices. Alternatively, architects can design new
buildings which can virtually eliminate the need for heating, such as those built
to the Passive House standard.

However, if a building does need full heating, combustion central heating
offers a more environmentally friendly solution than electric-air central heating
or than other direct electric heating devices. This stems from the fact that most
electricity originates remotely using fossil fuels, with up to two-thirds of the
energy in the fuel lost (unless utilized for district heating) at the power station
and in transmission losses. In Sweden proposals exist to phase out direct electric
heating for this reason (see oil phase-out in Sweden). Nuclear and hydroelectric
sources reduce this factor.

In contrast, hot-water central heating systems can use water heated in or
close to the building using high-efficiency condensing boilers, biofuels, or
district heating. Wet underfloor heating has proven ideal. This offers the option
of relatively easy conversion in the future to use developing technologies such
as heat pumps and solar combisystems, thereby also providing future-proofing.

Typical efficiencies for central heating are: 85-97 % for gas fired heating;
80-89 % for oil-fired, and 45-60 % for coal-fired heating.
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3aoanue 1. [IpounTaiite TEKCT, CTAPasiCh TIOHATH €TO O0IIEE COACPKaHNUE.
3adanue 2. BoimomHuTe MOMHBINA MUCHMEHHBIN TiepeBoa TekcTa. OOBsICHUTE,
KaKHe MepeBoI4ecKue TpaHC(HOPMAIIUH Bl UCIIOIB3YETE.

Ventilation architecture

An air handling unit is used for the heating
and cooling of air in a central location (click on
image for legend).

Ventilating (the V in HVAC) is the process |
of «changing» or replacing air in any space to =Sy
provide high indoor air quality (i.e. to control [
temperature, replenish oxygen, or remove
moisture, odors, smoke, heat, dust, airborne
bacteria, and carbon dioxide). Ventilation is used to remove unpleasant smells
and excessive moisture, introduce outside air, to keep interior building air
circulating, and to prevent stagnation of the interior air.

Ventilation includes both the exchange of air to the outside as well as
circulation of air within the building. It is one of the most important factors for
maintaining acceptable indoor air quality in buildings. Methods for ventilating a
building may be divided into mechanical/forced and natural types.

«Mechanical» or «forced» ventilation is used to control indoor air quality.
Excess humidity, odors, and contaminants can often be controlled via dilution or
replacement with outside air. However, in humid climates much energy is
required to remove excess moisture from ventilation air.

Kitchens and bathrooms typically have mechanical exhaust to control odors
and sometimes humidity. Kitchens have additional problems to deal with such as
smoke and grease (see kitchen ventilation). Factors in the design of such systems
include the flow rate (which is a function of the fan speed and exhaust vent size)
and noise level. If ducting for the fans traverse unheated space (e.g., an attic),
the ducting should be insulated as well to prevent condensation on the ducting.
Direct drive fans are available for many applications, and can reduce
maintenance needs.

Natural ventilation is the ventilation of a building with outside air without
the use of a fan or other mechanical system. It can be achieved with openable
windows or trickle vents when the spaces to ventilate are small and the
architecture permits. In more complex systems warm air in the building can be
allowed to rise and flow out upper openings to the outside (stack effect) thus
forcing cool outside air to be drawn into the building naturally through openings
in the lower areas. These systems use very little energy but care must be taken to
ensure the occupants' comfort. In warm or humid months, in many climates,
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maintaining thermal comfort solely via natural ventilation may not be possible
so conventional air conditioning systems are used as backups. Air-side
economizers perform the same function as natural ventilation, but use
mechanical systems' fans, ducts, dampers, and control systems to introduce and
distribute cool outdoor air when appropriate.

Definition

Ventilation is the intentional movement of air from outside a building to the
inside. Ventilation air, as defined in ASHRAE Standard 62.1[2] and the
ASHRAE Handbook, [3] is that air used for providing acceptable indoor air
quality. It mustn't be confused with vents or flues; which mean the exhausts of
clothes dryers and combustion equipment such as water heaters, boilers,
fireplaces, and wood stoves. The vents or flues carry the products of combustion
which have to be expelled from the building in a way which does not cause harm
to the occupants of the building. Movement of air between indoor spaces, and
not the outside, 1s called transfer air.

Ventilation

In commercial, industrial, and institutional (CII) buildings, and modern jet
aircraft, return air is often recirculated to the air handling unit. A portion of the
supply air is normally exfiltrated through the building envelope or exhausted
from the building (e.g., bathroom or kitchen exhaust) and is replaced by outside
air introduced into the return air stream. The rate of ventilation air required,
most often provided by this mechanically-induced outside air, is often
determined from ASHRAFE Standard 62.1 for CII buildings, or 62.2 for low-rise
residential buildings, or similar standards.

Necessity

When people or animals are present in buildings, ventilation air is necessary
to dilute odors and limit the concentration of carbon dioxide and airborne
pollutants such as dust, smoke and volatile organic compounds (VOCs).
Ventilation air is often delivered to spaces by mechanical systems which may
also heat, cool, humidify and dehumidify the space. Air movement into
buildings can occur due to uncontrolled infiltration of outside air through the
building fabric (see stack effect) or the use of deliberate natural ventilation
strategies. Advanced air filtration and treatment processes such as scrubbing,
can provide ventilation air by cleaning and recirculating a proportion of the air
inside a building.

Types of ventilation

e Mechanical or forced ventilation: through an air handling unit or direct
injection to a space by a fan. A local exhaust fan can enhance infiltration or
natural ventilation, thus increasing the ventilation air flow rate.
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e Natural ventilation occurs when the air in a space is changed with outdoor
air without the use of mechanical systems, such as a fan. Most often natural
ventilation is assured through operable windows but it can also be achieved
through temperature and pressure differences between spaces. Open windows or
vents are not a good choice for ventilating a basement or other below ground
structure. Allowing outside air into a cooler below ground space will cause
problems with humidity and condensation.

e Mixed Mode Ventilation or Hybrid ventilation: utilises both mechanical
and natural ventilation processes. The mechanical and natural components may
be used in conjunction with each other or separately at different times of day.
The natural component, sometimes subject to unpredictable external weather
conditions may not always be adequate to ventilate the desired space. The
mechanical component is then used to increase the overall ventilation rate so
that the desired internal conditions are met. Alternatively the mechanical
component may be used as a control measure to regulate the natural ventilation
process, for example, to restrict the air change rate during periods of high wind
speeds.

e Infiltration is separate from ventilation, but is often used to provide
ventilation air.

Ventilation rate

The ventilation rate, for CII buildings, is normally expressed by the
volumetric flow rate of outside air being introduced to the building. The typical
units used are cubic feet per minute (CFM) or liters per second (L/s). The
ventilation rate can also be expressed on a per person or per unit floor area basis,
such as CFM/p or CFM/ftl, or as air changes per hour.

For residential buildings, which mostly rely on infiltration for meeting their
ventilation needs, the common ventilation rate measure is the number of times
the whole interior volume of air is replaced per hour, and is called air changes
per hour (/ or ACH; units of 1/h). During the winter, ACH may range from 0.50
to 0.41 in a tightly insulated house to 1.11 to 1.47 in a loosely insulated house.

ASHRAE now recommends ventilation rates dependent upon floor area, as a
revision to the 62-2001 standard whereas the minimum ACH was 0.35, but no
less than 15 CFM/person (7.1 L/s/person). As of 2003, the standards have
changed to an addition of 3 CFM/100 sq. ft. (15 1/s/100 sq. m.) to the 7.5
CFM/person (3.5 L/s/person) standard.

Ventilation standards
e In 1973, in response to the 1973 oil crisis and conservation concerns,
ASHRAE Standards 62-73 and 62-81 reduced required ventilation from 10 CFM

(4.76 L/S) per person to 5 CFM (2.37 L/S) per person. This was found to be a
primary cause of sick building syndrome.
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e Current ASHRAE standards (Standard 62-89) states that appropriate
ventilation guidelines are 20 CFM (9.2 L/s) per person in an office building, and
15 CFM (7.1 L/s) per person for schools. In commercial environments with
tobacco smoke, the ventilation rate may range from 25 CFM to 125 CFM.

In certain applications, such as submarines, pressurized aircraft, and
spacecraft, ventilation air 1s also needed to provide oxygen, and to dilute carbon
dioxide for survival. Batteries in submarines also discharge hydrogen gas, which
must also be ventilated for health and safety. In any pressurized, regulated
environment, ventilation is necessary to control any fires that may occur, as the
flames may be deprived of oxygen.

Ventilation guidelines are based upon the minimum ventilation rate required
to maintain acceptable levels of bioeffluents. Carbon dioxide is used as a
reference point, as it is the gas of highest emission at a relatively constant value
of 0.005 L/s. The mass balance equation is:

Q=G/(Ci+[C,)

Q = ventilation rate (L/s)

G = CO, generation rate

C; = acceptable indoor CO, concentration
C, = ambient CO, concentration

Natural ventilation

Natural ventilation involves harnessing naturally available forces to supply
and remove air in an enclosed space. There are three types of natural ventilation
occurring in buildings: wind driven ventilation, pressure-driven flows, and stack
ventilation. The pressures generated by 'the stack effect' rely upon the buoyancy
of heated or rising air. Wind driven ventilation relies upon the force of the
prevailing wind to pull and push air through the enclosed space as well as
through breaches in the building’s envelope (see Infiltration (HVAC)).

Almost all historic buildings were ventilated naturally. The technique was
generally abandoned in larger US buildings during the late 20th century as the
use of air conditioning became more widespread. However, with the advent of
advanced Building Energy Modeling (BEM) software, improved Building
Automation Systems (BAS), Leadership in Energy and Environmental Design
(LEED) design requirements, and improved window manufacturing techniques;
natural ventilation has made a resurgence in commercial buildings both globally
and throughout the US.

The benefits of natural ventilation include:

e Improved Indoor air quality (IAQ)

e Energy savings

e Reduction of greenhouse gas emissions

e Occupant control

e Reduction in occupant illness associated with Sick Building Syndrome

e Increased worker productivity
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Demand-controlled ventilation (DCYV)

DCV makes it possible to maintain proper ventilation and improve air
quality while saving energy. ASHRAE has determined that: «It is consistent
with the Ventilation rate procedure that Demand Control be permitted for use to
reduce the total outdoor air supply during periods of less occupancy». CO,
sensors will control the amount of ventilation for the actual number of
occupants. During design occupancy, a unit with the DCV system will deliver
the same amount of outdoor air as a unit using the ventilation-rate procedure.
However, DCV can generate substantial energy savings whenever the space is
occupied below the design level.

Local exhaust ventilation

Local exhaust ventilation addresses the issue of avoiding the contamination
of indoor air by specific high-emission sources by capturing airborne
contaminants before they are spread into the environment. This can include
water vapor control, lavatory bioeffluent control, solvent vapors from industrial
processes, and dust from wood- and metal-working machinery. Air can be
exhausted through pressurized hoods or through the use of fans and pressurizing
a specific area.A local exhaust system is composed of 5 basic parts

1. A hood that captures the contaminant at its source

2. Ducts for transporting the air

3. An air-cleaning device that removes/minimizes the contaminant

4. A fan that moves the air through the system

5. An exhaust stack through which the contaminated air is discharged.

In the UK, the use of LEV systems have regulations set out by the Health
and Safety Executive (HSE) which are referred to as the Control of Substances
Hazardous to Health (CoSHH). Under CoSHH, legislation is set out to protect
users of LEV systems by ensuring that all equipment is tested at least every
fourteen months to ensure the LEV systems are performing adequately. All parts
of the system must be visually inspected and thoroughly tested and where any
parts are found to be defective the inspector must issue a red label to identify the
defective part and the issue.

The owner of the LEV system must then have the defective parts repaired or
replaced before the system can be used.

Ventilation and combustion

Combustion (e.g., fireplace, gas heater, candle, oil lamp, etc.) consumes
oxygen while producing carbon dioxide and other unhealthy gases and smoke,
requiring ventilation air. An open chimney promotes infiltration (i.e. natural
ventilation) because of the negative pressure change induced by the buoyant,
warmer air leaving through the chimney. The warm air is typically replaced by
heavier, cold air.
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Ventilation in a structure is also needed for removing water vapor produced
by respiration, burning, and cooking, and for removing odors. If water vapor is
permitted to accumulate, it may damage the structure, insulation, or finishes.
When operating, an air conditioner usually removes excess moisture from the
air. A dehumidifier may also be appropriate for removing airborne moisture.

Problems

In hot, humid climates, unconditioned ventilation air will deliver
approximately one pound of water each day for each cfm of outdoor air per day,
annual average. This is a great deal of moisture, and it can create serious indoor
moisture and mold problems.

e Ventilation efficiency is determined by design and layout, and is
dependent upon placement and proximity of diffusers and return air outlets. If
they are located closely together, supply air may mix with stale air, decreasing
efficiency of the HVAC system, and creating air quality problems.

e System imbalances occur when components of the HVAC system are
improperly adjusted or installed, and can create pressure differences (too much
circulating air creating a draft or too little circulating air creating stagnancy).

e Cross-contamination occurs when pressure differences arise, forcing
potentially contaminated air from one zone to an uncontaminated zone. This
often involves undesired odors or VOCs.

e Re-entry of exhaust air occurs when exhaust outlets and fresh air intakes
are either too close, or prevailing winds change exhaust patterns, or by
infiltration between intake and exhaust air flows.

e Entrainment of contaminated outside air through intake flows will result
in indoor air contamination. There are a variety of contaminated air sources,
ranging from industrial effluent to VOCs put off by nearby construction work.

Air Quality Procedures

Ventilation Rate Procedure is rate based on standard, and «prescribes the
rate at which ventilation air must be delivered to a space and various means to
condition that air». Air quality is assessed (through CO» measurement) and
ventilation rates are mathematically derived using constants.

Indoor Air Quality Procedure “uses one or more guidelines for the
specification of acceptable concentrations of certain contaminants in indoor air
but does not prescribe ventilation rates or air treatment methods.” This addresses
both quantitative and subjective evaluation, and is based on the Ventilation Rate
Procedure. It also accounts for potential contaminants that may have no
measured limits, or limits are not set (such as formaldehyde offgassing from
carpet and furniture).
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Construction

Many successful small businesses eventually decide to expand their
operations by either purchasing, leasing, or building a new facility. In some
instances, the business in question relocates its entire operation in the new
facility. In other cases, the business may use the new facility to house excess
inventory, maintain equipment, relieve office overcrowding, or open a new
store.

For those companies that decide to expand via new construction, the
experience can be an unsettling one, full of uncertainties. In fact, relatively few
startup businesses choose construction as their mode of entry due to the higher
costs associated with it and the greater length of time involved from the breaking
ground stage to the day when the establishment opens its doors for business.
Small- and mid-sized businesses, however, are far more likely to have the
financial wherewithal to launch a new construction project. Such firms have a
proven track record — which can help them with financing — and already-
productive operations that bring in revenue that can be used to defray the costs
of construction.

Owners of these businesses, however, should fully weigh the advantages and
disadvantages of construction before moving forward. As the J.K. Lasser
Institute indicated in How to Run a Small Business, «Building has the advantage
of giving you the space and arrangements which meet your needs, providing you
know specifically and objectively what the needs are. The obvious
disadvantages are the delay in occupancy while land acquisition, design work,
and building are going on, and the cost of overruns and mistakes caused by
forecasting errors and planning oversightsy.

Certainly, there are risks associated with construction. But for small- and
mid-sized business owners that choose this method of expansion and/or growth —
and plan wisely both before, during, and after the construction phase — it can
also mark the beginning of a bright new chapter in the company's history. As
Dave Pelland stated in Risk Management, «Constructing or renovating a
corporate facility can mark an important crossroads in the development of a
growing company. Constructed properly, the new facility can allow the
company to generate additional revenue, reduce expenses, or increase
efficiency.

56



Securing a Building Contractor

Some sources of potential building contractors include professional
association databases, referrals from architects or fellow small business owners,
and a competitive bidding process. «It is important to find a contractor that can
build in your specific industry, whether it's a restaurant, health care facility,
industrial plant, or technology center», Amanda Strickland wrote in the Dallas
Business Journal. «Contractors tend to have nichesy.

Pelland noted that small business owners seeking to secure a good building
contractor should concentrate on three factors:

e The contractor's reputation in the community.

e The financial condition of the contractor.

e The status of currently uncompleted jobs by the contractor.

Warning signs can take many forms when examining the above issues. Is the
contractor known for subcontracting out large percentages of the total
construction work? Does the contractor have a history of clashes with
subcontractors? How long has the contractor done business in the area? What
percentage of jobs does he complete on schedule? Does his previous work
experience adequately match the sort of renovation or construction that your
company needs? Does the contractor have a backlog of projects that could hurt
his ability to match your timetable? What sort of references can he provide? The
answers to all of these questions can be either reassuring or cause for further
investigation. In either case, the key is to make sure that you ask them.

Pelland and other analysts note that one way in which small business owners
can learn the answers to some of these questions is by requiring bidding
contractors to submit a surety bond, which is basically a three-party contract
between the contractor, the project owner, and the underwriting surety company.
Surety companies, noted Pelland, will make an extensive review of the
construction company before issuing such a bond. In addition, if the contractor
signs the bond, he is basically guaranteeing his ability to complete the project on
which he is bidding.

Monitoring the Construction Process

«After the bidding process is completed» said Pelland, «the successful
contractor should be asked to provide a performance bond, which guarantees
that the project's contractual provisions will be carried out, and a payment bond,
which certifies that suppliers and subcontractors will be paid». Ensuring that the
contractor and all of his subcontractors have adequate insurance (workers'
compensation, general and umbrella liability, equipment, builders' risk, etc.) to
address problems is another key to attaining piece of mind for the small business
owner. Finally, the project owner needs to make sure that he or she continuously
monitors the performance of the contractor.
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Construction

In the fields of architecture and civil engineering, construction is a process
that consists of the building or assembling of infrastructure. Far from being a
single activity, large scale construction is a feat of human multitasking.
Normally, the job is managed by a project manager, and supervised by a
construction manager, design engineer, construction engineer or project
architect.

For the successful execution of a project, effective planning is essential.
Involved with the design and execution of the infrastructure in question must
consider the environmental impact of the job, the successful scheduling,
budgeting, construction site safety, availability of building materials, logistics,
inconvenience to the public caused by construction delays and bidding, etc.

In general, there are four types of construction:

1. Residential Building construction

2. Industrial construction

3. Commercial Building construction

4. Heavy Civil construction

Each type of construction project requires a unique team to plan, design,
construct and maintain the project.

Building construction

Building construction is the process of adding structure to real property. The
vast majority of building construction jobs are small renovations, such as
addition of a room, or renovation of a bathroom. Often, the owner of the
property acts as laborer, paymaster, and design team for the entire project.
However, all building construction projects include some elements in common —
design, financial, estimating and legal considerations. Many projects of varying
sizes reach undesirable end results, such as structural collapse, cost overruns,
and/or litigation reason, those with experience in the field make detailed plans
and maintain careful oversight during the project to ensure a positive outcome.

Commercial building construction is procured privately or publicly utilizing
various delivery methodologies, including cost estimating, hard bid, negotiated
price, traditional, management contracting, construction management-at-risk,
design & build and design-build bridging.

Residential construction practices, technologies, and resources must
conform to local building authority regulations and codes of practice. Materials
readily available in the area generally dictate the construction materials used
(e.g. brick versus stone, versus timber). Cost of construction on a per square
meter (or per square foot) basis for houses can vary dramatically based on site
conditions, local regulations, economies of scale (custom designed homes are
always more expensive to build) and the availability of skilled tradespeople. As
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residential construction (as well as all other types of construction) can generate a
lot of waste, careful planning again is needed here.

The most popular method of residential construction in the United States is
wood framed construction. As efficiency codes have come into effect in recent
years, new construction technologies and methods have emerged. University
Construction Management departments are on the cutting edge of the newest
methods of construction intended to improve efficiency, performance and reduce
construction waste.

New techniques of building construction are being researched, made
possible by advances in 3D printing technology. In a form of additive building
construction, similar to the additive manufacturing techniques for manufactured
parts, building printing is making it possible to flexibly construct small
commercial buildings and private habitations in around 20 hours, with built-in
plumbing and electrical facilities, in one continuous build, using large 3D
printers Working versions of 3D-printing building technology are already
printing 2 metres (6 ft 7 in) of building material per hour as of January 2013,
with the next-generation printers capable of 3.5 metres (11 ft) per hour,
sufficient to complete a building in a week. Dutch architect Janjaap
Ruijssenaars's performative architecture 3D-printed building is scheduled to be
built in 2014.

Construction processes

Design team

In the modern industrialized world, construction usually involves the
translation of designs into reality. A formal design team may be assembled to
plan the physical proceedings, and to integrate those proceedings with the other
parts. The design usually consists of drawings and specifications, usually
prepared by a design team including surveyors, civil engineers, cost engineers
(or quantity surveyors), mechanical engineers, electrical engineers, structural
engineers, fire protection engineers, planning consultants, architectural
consultants, and archaeological consultants. The design team is most commonly
employed by (i.e. in contract with) the property owner. Under this system, once
the design is completed by the design team, a number of construction companies
or construction management companies may then be asked to make a bid for the
work, either based directly on the design, or on the basis of drawings and a bill
of quantities provided by a quantity surveyor. Following evaluation of bids, the
owner will typically award a contract to the most cost efficient bidder.

The modern trend in design is toward integration of previously separated
specialties, especially among large firms. In the past, architects, interior
designers, engineers, developers, construction managers, and general contractors
were more likely to be entirely separate companies, even in the larger firms.
Presently, a firm that is nominally an «architecture» or «construction
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management» firm may have experts from all related fields as employees, or to
have an associated company that provides each necessary skill. Thus, each such
firm may offer itself as «one-stop shopping» for a construction project, from
beginning to end. This is designated as a «design Build» contract where the
contractor is given a performance specification and must undertake the project
from design to construction, while adhering to the performance specifications.

Several project structures can assist the owner in this integration, including
design-build, partnering and construction management. In general, each of these
project structures allows the owner to integrate the services of architects, interior
designers, engineers and constructors throughout design and construction. In
response, many companies are growing beyond traditional offerings of design or
construction services alone and are placing more emphasis on establishing
relationships with other necessary participants through the design-build process.

The increasing complexity of construction projects creates the need for
design professionals trained in all phases of the project's life-cycle and develop
an appreciation of the building as an advanced technological system requiring
close integration of many sub-systems and their individual components,
including sustainability. Building engineering is an emerging discipline that
attempts to meet this new challenge.

Financial advisors

Construction projects can suffer from preventable financial problems.
Underbids ask for too little money to complete the project. Cash flow problems
exist when the present amount of funding cannot cover the current costs for
labour and materials, and because they are a matter of having sufficient funds at
a specific time, can arise even when the overall total is enough. Fraud is a
problem in many fields, but is notoriously prevalent in the construction field.
Financial planning for the project is intended to ensure that a solid plan with
adequate safeguards and contingency plans are in place before the project is
started and is required to ensure that the plan is properly executed over the life
of the project.

Mortgage bankers, accountants, and cost engineers are likely participants in
creating an overall plan for the financial management of the building
construction project. The presence of the mortgage banker is highly likely, even
in relatively small projects since the owner's equity in the property is the most
obvious source of funding for a building project. Accountants act to study the
expected monetary flow over the life of the project and to monitor the payouts
throughout the process. Cost engineers and estimators apply expertise to relate
the work and materials involved to a proper valuation. Cost overruns with
government projects have occurred when the contractor was able to identify
change orders or changes in the project resulting in large increases in cost,
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which are not subject to competition by other firm as they have already been
eliminated from consideration after the initial bid.

Large projects can involve highly complex financial plans and often start
with a conceptual estimate performed by a building estimator. As portions of a
project are completed, they may be sold, supplanting one lender or owner for
another, while the logistical requirements of having the right trades and
materials available for each stage of the building construction project carries
forward. In many English-speaking countries, but not the United States, projects
typically use quantity surveyors.

Legal aspects

A construction project must fit into the legal framework governing the
property. These include governmental regulations on the use of property, and
obligations that are created in the process of construction.

The project must adhere to zoning and building code requirements.
Constructing a project that fails to adhere to codes will not benefit the owner.
Some legal requirements come from malum in se considerations, or the desire to
prevent things that are indisputably bad — bridge collapses or explosions. Other
legal requirements come from malum prohibitum considerations, or things that
are a matter of custom or expectation, such as isolating businesses to a business
district and residences to a residential district. An attorney may seek changes or
exemptions in the law governing the land where the building will be built, either
by arguing that a rule is inapplicable (the bridge design will not collapse), or that
the custom is no longer needed (acceptance of live-work spaces has grown in the
community).

A construction project is a complex net of contracts and other legal
obligations, each of which must be carefully considered. A contract is the
exchange of a set of obligations between two or more parties, but it is not so
simple a matter as trying to get the other side to agree to as much as possible in
exchange for as little as possible. The time element in construction means that a
delay costs money, and in cases of bottlenecks, the delay can be extremely
expensive. Thus, the contracts must be designed to ensure that each side is
capable of performing the obligations set out. Contracts that set out clear
expectations and clear paths to accomplishing those expectations are far more
likely to result in the project flowing smoothly, whereas poorly drafted contracts
lead to confusion and collapse.

Legal advisors in the beginning of a construction project seek to identify
ambiguities and other potential sources of trouble in the contract structure, and
to present options for preventing problems. Throughout the process of the
project, they work to avoid and resolve conflicts that arise. In each case, the
lawyer facilitates an exchange of obligations that matches the reality of the
project.
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Interaction of expertise

Design, finance, and legal aspects overlap and interrelate. The design must
be not only structurally sound and appropriate for the use and location, but must
also be financially possible to build, and legal to use. The financial structure
must accommodate the need for building the design provided, and must pay
amounts that are legally owed. The legal structure must integrate the design into
the surrounding legal framework, and enforce the financial consequences of the
construction process.

Procurement

Procurement describes the merging of activities undertaken by the client
to obtain a building. There are many different methods of construction
procurement; however the three most common types of procurement are:

1. Traditional (Design-bid-build)

2. Design and build

3. Management contracting

There is also a growing number of new forms of procurement that involve
relationship contracting where the emphasis is on a co-operative relationship
between the principal and contractor and other stakeholders within a
construction project. New forms include partnering such as Public-Private
Partnering (PPPs) aka private finance initiatives (PFIs) and alliances such as
«pure» or «project» alliances and «impure» or «strategic» alliances. The focus
on co-operation is to ameliorate the many problems that arise from the often
highly competitive and adversarial practices within the construction industry.

Traditional

Main article: Design — bid — build

This is the most common method of construction procurement and is well
established and recognized. In this arrangement, the architect or engineer acts as
the project coordinator. His or her role is to design the works, prepare the
specifications and produce construction drawings, administer the contract,
tender the works, and manage the works from inception to completion. There are
direct contractual links between the architect's client and the main contractor.
Any subcontractor will have a direct contractual relationship with the main
contractor.

Design and build

This approach has become more common in recent years and involves the
client contracting a single entity to both provide a design and to build that
design. In some cases, the Design and Build (D & B) package can also include
finding the site, arranging funding and applying for all necessary statutory
consents.
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The owner produces a list of requirements for a project, giving an overall
view of the project's goals. Several D&B contractors present different ideas
about how to accomplish these goals. The owner selects the ideas he or she likes
best and hires the appropriate contractor. Often, it is not just one contractor, but
a consortium of several contractors working together. Once a contractor (or a
consortium/consortia) has been hired, they begin building the first phase of the
project. As they build phase 1, they design phase 2. This is in contrast to a
design-bid-build contract, where the project is completely designed by the
owner, then bid on, then completed.

Kent Hansen pointed out that state departments of transportation (DOTs)
usually use design build contracts as a way of getting projects done when states
don't have the resources. In DOTs, design build contracts are usually used for
very large projects.

Management procurement systems

Main article: Construction management

In this arrangement the client plays an active role in the procurement system
by entering into separate contracts with the designer (architect or engineer), the
construction manager, and individual trade contractors. The client takes on the
contractual role, while the construction or project manager provides the active
role of managing the separate trade contracts, and ensuring that they all work
smoothly and effectively together.

Management procurement systems are often used to speed up the
procurement processes, allow the client greater flexibility in design variation
throughout the contract, the ability to appoint individual work contractors,
separate contractual responsibility on each individual throughout the contract,
and to provide greater client control.

Authority having jurisdiction

In construction, the authority having jurisdiction (AHJ) is the
governmental agency or sub-agency which regulates the construction process. In
most cases, this 1s the municipality in which the building is located. However,
construction performed for supra-municipal authorities are usually regulated
directly by the owning authority, which becomes the AHJ.

Before the foundation can be dug, contractors are typically required to verify
and have existing utility lines marked, either by the utilities themselves or
through a company specializing in such services. This lessens the likelihood of
damage to the existing electrical, water, sewage, phone, and cable facilities,
which could cause outages and potentially hazardous situations. During the
construction of a building, the municipal building inspector inspects the building
periodically to ensure that the construction adheres to the approved plans and the
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local building code. Once construction is complete and a final inspection has
been passed, an occupancy permit may be issued.

An operating building must remain in compliance with the fire code. The
fire code 1s enforced by the local fire department.

Changes made to a building that affect safety, including its use, expansion,
structural integrity, and fire protection items, usually require approval of the
AH]J for review concerning the building code.

Construction careers

There are many routes to the different careers within the construction
industry which vary by country. However, there are three main tiers of careers
based on educational background which are common internationally:

e Unskilled and semi-skilled — General site labor with little or no
construction qualifications.

e Skilled — On-site managers who possess extensive knowledge and
experience in their craft or profession.

e Technical and management — Personnel with the greatest educational
qualifications, usually graduate degrees, trained to design, manage and instruct
the construction process.

Skilled occupations in the UK require further education qualifications, often
in vocational subject areas. These qualifications are either obtained directly after
the completion of compulsory education or through «on the job» apprenticeship
training. In the UK, 8500 construction-related apprenticeships were commenced
in 2007.

Technical and specialized occupations require more training as a greater
technical knowledge is required. These professions also hold more legal
responsibility. A short list of the main careers with an outline of the educational
requirements are given below:

e Quantity surveyor — Typically holds a master's degree in quantity
surveying. Chartered status is gained from the Royal Institution of Chartered
Surveyors.

e Architect — Typically holds 1, undergraduate 3 year degree in architecture
+ 1, post-graduate 2 year degree (DipArch or BArch) in architecture plus 24
months experience within the industry. To use the title «architect» the individual
must be registered on the Architects Registration Board register of Architects.

e Civil engineer — Typically holds a degree in a related subject. The
Chartered Engineer qualification is controlled by the Engineering Council, and
is often achieved through membership of the Institution of Civil Engineers. A
new university graduate must hold a master's degree to become chartered,
persons with bachelor's degrees may become an Incorporated Engineer.

e Building services engineer — Often referred to as an «M&E Engineer»
typically holds a degree in mechanical or electrical engineering. Chartered
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Engineer status is governed by the Engineering Council, mainly through the
Chartered Institution of Building Services Engineers.

e Project manager — Typically holds a 4-year or greater higher education
qualification, but are often also qualified in another field such as quantity
surveying or civil engineering.

e Structural engineer — Typically holds a bachelors or master's degree in
structural engineering. A P.ENG is required from the Professional Engineers
Ontario. (ON, CANADA) New university graduates must hold a master's degree
to gain chartered status from the Engineering Council, mainly through the
Institution of Structural Engineers (UK).

e Civil Estimators are professionals who typically have a background in
civil engineering, construction project management, or construction supervision.

In 2010 a salary survey revealed the differences in remuneration between
different roles, sectors and locations in the construction and built environment
industry. The results showed that areas of particularly strong growth in the
construction industry, such as the Middle East, yield higher average salaries than
in the UK for example. The average earning for a professional in the
construction industry in the Middle East, across all sectors, job types and levels
of experience, is £42, 090, compared to £26, 719 in the UK. This trend is not
necessarily due to the fact that more affluent roles are available however as
architects with 14 or more years experience working in the Middle East earns on
average £43, 389 per annum, compared to £40, 000 in the UK. Some
construction workers in the US/CANADA have made more than $100, 000
annually, depending on their trade.

Safety

Construction 1s one of the most dangerous occupations in the world,
incurring more occupational fatalities than any other sector in both the United
States and in the European Union. In 2009, the fatal occupational injury rate
among construction workers in the United States was nearly three times that for
all workers. Falls are one of the most common causes of fatal and non-fatal
injuries among construction workers. Proper safety equipment such as harnesses
and guardrails and procedures such as securing ladders and inspecting
scaffolding can curtail the risk of occupational injuries in the construction
industry.

History

Main article: History of construction

See also: History of architecture

The first huts and shelters were constructed by hand or with simple tools. As
cities grew during the Bronze Age, a class of professional craftsmen, like
bricklayers and carpenters, appeared. Occasionally, slaves were used for
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construction work. In the Middle Ages, these were organized into guilds. In the
19th century, steam-powered machinery appeared, and later diesel- and electric
powered vehicles such as cranes, excavators and bulldozers. Architecture and
construction involves creating awesome structures that can show the beauty and
creativity of the human intellect.

TEXT 4

3aoanue 1. IlpounTaiiTe TEKCT, CTapasCh MOHIThH €ro O0IIEe COIepKaHUE.
3aoanue 2. BbIllONHUTE NOJHBIIA NUCBMEHHBIN NepeBo TekcTa. OObsCHUTE,
KaKHe MepeBoI4ecKue TpaHC(HOPMAIIUH Bl UCIIONB3YETE.

Native American and Colonial Housing

HOUSING Native Americans built a wide variety of houses on the North
American continent thousands of years before European colonization. Some
were simple triangular tipis, engineered to resist the wind and keep out the cold
but easily moveable; others were earthen, wood and covering, stone, or adobe
houses. Often the shapes of these dwellings reflected the features of the land
around them as their builders sought a safe accommodation with nature. Native
Americans lived in single-family structures, extended-family structures, and
multiunit structures. In the mid-sixteenth century Spaniards explored the
Southwest, where they found Native Americans living in remarkable cliff
dwellings and pueblos. The Europeans added their own concepts of housing to
indigenous materials and methods of construction to create a distinctive style
still common in the Southwest. European colonists arriving on the eastern
seaboard in the seventeenth century built houses of masonry or wood that
imitated Old World houses. The few remaining from the colonial period are
readily identifiable as Dutch, French, or English. In forested New England,
colonial houses were built of wood. In Virginia and Maryland the colonists built
masonry houses, using the clay soil to make bricks and oyster shells to make
mortar. The earliest colonial houses were simple one-or two-room, one-story
buildings.

During the colonial period there emerged several types of American houses
that incorporated distinctive environmental adaptations. New England houses
were designed for difficult winters with sharply sloped roofs, low ceilings, small
rooms, and small windows. The houses of the Southwest faced inward onto
courtyards, had thick adobe walls, high ceilings, and small windows in outer
facades. The houses of the Middle Atlantic states and the South were built with
high ceilings, large windows, central halls, and long porches. Houses were
placed on hills to capture breezes or sheltered to avoid harsh winds. Not until
central heating and air conditioning did such adaptations to climate become less
crucial.
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Settlement of the West and the Urbanization of America

Nineteenth-century settlers beyond the Appalachians at first built modest
houses that utilized the resources available to them. Those in woodland areas
built log cabins. Faced with treeless prairies, the immigrants who settled the
Great Plains in the second half of the nineteenth century built dugouts or sod
houses and sometimes houses of stone. However, when the railroads brought cut
lumber and other building supplies, wood-framed houses in styles popular on the
east coast became typical in the interior portions of the country.

In 1860 four times as many people lived in rural as in urban areas, but by
1920 rural and urban populations were approaching parity. Industry transformed
America between the Civil War and the early twentieth century from a rural
agricultural nation to one in which cities were growing rapidly as people came to
them from both foreign countries and rural areas. The Census of 1890 counted
some 12.7 million families in the United States. That number was 11 percent
more than the number of dwelling units, with an even worse housing ratio in the
eastern industrialized cities. For example, in 1900 three-quarters of New York
City's population lived in squalid, overcrowded tenements. In 1890 Jacob Riis
published How the Other Half Lives, a shocking description of slum life among
New York City immigrants.

On the other hand, the houses of the more prosperous were being equipped
with electric lights, central heating, and indoor bathrooms by the 1880s. New
forms of public transportation, primarily electric streetcars, made possible the
development of housing away from city centers. A nationwide speculation
boomin land acquisition and subdivision of building lots developed in the 1880s,
and by the end of 1892, the housing market in the United States was
oversupplied.

At the end of the nineteenth century, the new American industrialists began
displaying their wealth by building showplace houses in cities and more rural
settings. Newport, Rhode Island, was a favorite location for the fabulous
summer homes of the wealthy. The elegance and luxury of this housing stood in
sharp contrast to city tenements and the shacks of the poor in the South.

Frank Lloyd Wright and Suburbanization

Before World War I, a comprehensive movement of social and political
reform known as progressivism took a stand against the ostentatious lifestyles of
the wealthy and condemned the wretchedness of slum housing. Frank Lloyd
Wright envisioned the ideal suburban house for the independent American
family, a free-standing house on its own plot of ground. Wright proposed that
American housing development be spread over the entire country with each
family occupying one house on one acre of land. A vast network of roads could
link it all together in a culture without cities. It is this pattern of sprawl, so
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sharply in contrast to the centralized settlements brought to the United States
from Europe, that has come to prevail in the United States.

Wright's Prairie Houses incorporated a new form of interior design that
featured large fireplaces in the center of the house and an open flowing floor
plan. The symbolism of the houses was sanctuary for the American family,
natural surroundings, escape from the crowded conditions of the city, and
rejection of the artificiality of overwrought design. Wright's designs were part of
a movement away from the formal Queen Anne houses so dominant in the
second half of the nineteenth century and toward the simpler Craftsman or
bungalow styles.

Prosperity, Depression, and World War 11

Between 1923 and 1927 a period of economic prosperity brought with it one
of the greatest housing booms in the history of the country. The new availability
of automobiles stimulated construction of houses in the suburbs, where land was
relatively cheap. More than seven million new dwelling units were started in the
1920s; annual housing peaked at 937, 000 units in 1925, a figure that would be
unsurpassed for the next twenty years. By 1932, housing production had fallen
to 134, 000 units and the industry, along with the rest of the economic and
financial structure of the country, was spiraling downward. Property values fell
by more than 25 percent from 1929 to 1932, eliminating homeowner equity and
increasing mortgage debt from 36 percent of value in 1928 to 61 percent in
1932. As foreclosures increased, approximately one million people were forced
into homelessness. The administration of President Franklin D. Roosevelt drew
housing into the purview of the federal government during the 1930s by
creating, along with several other programs, the Federal Housing Administration
to provide federal insurance for home loans.

The crisis of World War II produced the first mass production of
prefabricated houses. Builders devised factory-built, standardized building
components such as wall and ceiling panels, and utilized light metal framing
with girders and trusses that allowed for greater spans. Poured concrete
foundations became standard. Many technological advances were made with the
help of leading universities such as the Massachusetts Institute of Technology.
This cooperative effort established the basis for the hugely expanded postwar
construction industry. The small, craft-oriented, homebuilding industry became
more like the rest of American industry in general.

Postwar Prosperity, the Flight from the Cities, and Racial
Discrimination

Americans came out of World War Il with higher incomes to buy better
houses. Housing starts in 1946, at 1, 023, 000, were higher than they had been in
1925, the previous record year, and they reached nearly 1.5 million in 1949.
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During this boom period the average cost of building a house rose from $4, 625
in 1945 to $7, 525 in 1949. Veterans Administration guaranteed loans were a
major factor in helping to house the millions of servicemen returning from the
war. The proportion of nonfarm home ownership rose from 41.1 percent in 1940
to 50.8 percent in 1945, the fastest increase of such magnitude to take place in
the twentieth century. By 1956 the owner occupied portion of nonfarm
occupancy would be 59 percent, a huge increase from that of 1940.

The 1950 Census showed an improvement in the physical condition of the
country's housing. Based on a standard of more than one person per room,
overcrowding was reduced from 20 percent in 1940 to 15 percent in 1949. As
the country continued its emergence from the depression and war years, those
who could afford it largely fled the cities, leaving behind a poor minority
population, a diminished commercial core, and growing slums. An American
Public Health Association Report in 1948 recognized racial segregation and
substandard housing in central cities as major problems. The Housing Act of
1949 favored «a decent home and a suitable living environment for every
American family, «but it was years before racial segregation in housing was
addressed comprehensively. In 1962 President John F. Kennedy issued an
executive order barring discrimination in the sale, lease, or occupancy of
residential property owned or operated by the federal government. The Civil
Rights Act of 1964 barred racial discrimination in any housing requiring federal
funding assistance and the Fair Housing Act of 1968 established equal housing
opportunity as official U.S. policy.

Expanding Suburbs, More Apartment Buildings

The new American middle class wanted the suburban houses that prosperity
could make available to them in the postwar period. The ideal was a single-
family house for the nuclear family on a large lot away from the deteriorating
inner city. Builders acquired large tracts of land relatively inexpensively at the
perimeters of towns and cities, secured government-insured advance financing,
installed streets and other infrastructure, and mass produced standardized ranch-
style housing. Production of mobile homes, which had been around since the
1930s when they were called trailers, began to expand rapidly in the 1960s as
assembly-line techniques were improved.

The development of the elevator and steel frame construction had promoted
intense multistory apartment building construction in the late nineteenth century
in large cities where land was too expensive to justify single-family houses. Yet
in 1960 only about 5 percent of housing units were in apartment buildings of ten
or more units, except for New York City, Chicago, Los Angeles, Miami, and
Washington, D.C. Apartment construction increased in the 1960s as a result of
smaller households and higher per-household income. There was a surge of
luxury apartment buildings with balconies, swimming pools, large lobbies, and
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tenant services such as guest screening, message and package reception, and
security features. In addition to rental units, condominium and cooperative
apartments, which had some of the features of home ownership, became popular.

Seeking the American Dream

Despite the energy crisis of the mid-1970s and decreasing family size,
houses became larger as they were recognized as the best hedge against inflation
and the most important source of wealth creation for families. Three bedrooms
and two bathrooms became standard. Total housing starts, including shipments
of mobile homes, reached an astonishing 21, 482, 000 in the 1970s. This
production level was at the rate of approximately one new dwelling unit for
every ten people in the country. The median price of new conventional single-
family dwellings rose from $23, 400 to $62, 900 during the decade. Economist
Alan Greenspan estimated in 1977 that the market value of the nation's entire
stock of single-family, owner-occupied houses was increasing at an annual rate
of $62.2 billion, almost all of which was being converted to cash through
mortgages. This money was recirculating in the economy, bringing the United
States out of the mid-1970s recession and spurring more housing production.
Capital gains from housing outstripped by three to one the gains taken by private
investors in the stock market at this time.

In the late 1970s builders began to create new types of housing clusters
including duplexes, triplexes, and fourplexes. Large landscaped developments
often included a mix of detached houses, apartment buildings, and townhouses
around a central feature such as a golf course or other recreational facility.
Eventually the more expensive of these developments would become socially
segregated «gated» communities with access limited to residents and their
guests.

By the 1980s the national homeownership rate was nearly 65 percent, with
the highest rate among people from ages fifty-five to sixty-five. The incidence of
new two-story houses increased, and all new houses had more bedrooms,
bathrooms, and fireplaces. At the other end of the scale were the homeless
whose numbers reached an estimated 500, 000 to 750, 000 during the 1980s.

By 1999 the average new house had two or more stories, three bedrooms,
2.5 bathrooms, central heating and air conditioning, a working fireplace, and a
two-car garage. Its average size was 2, 250 square feet, 50 percent larger than
the average new house in 1970.

The number of housing units in the United States at the end of the twentieth
century was nearly 116 million, with 91 percent of these occupied on a full-time
basis. Approximately one-third of the remaining 9 percent were seasonal,
recreational, or occasionally used dwellings, an indication of the housing
prosperity of Americans. More than 66 percent of the units occupied on a full-
time basis were occupied by their owners; in 1900 only 36.5 percent of dwelling
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units were owner occupied. The average household size at the end of the century
was 2.6, a number that had been 4.8 in 1900 and 3.7 in 1940.

Housing is an essential component of the nation's economy and a prime
indicator of national economic direction. Home ownership is usually the major
form of investment for individuals and households, and a key to financial
stability and upward social mobility. Home ownership has long been the
American Dream, the goal toward which many strive.

Housing, in general, living accommodations available for the inhabitants of
a community. Throughout the 19th cent., with the advent of the Industrial
Revolution, housing as a problem worsened as urban populations expanded. The
crowding of cities and factory towns by workers led not only to severe housing
shortages but also to the deterioration of existing housing and the growth of
slums. The problem was aggravated by the erection of substandard housing for
workers and by speculators seeking high profits.

Reforms in Great Britain

Inadequate housing for the increasing urban population led, in the mid-19th
cent. in Great Britain, to the development of a reform movement. Humanitarian
and philanthropic groups first took up the cause of workers' housing. The
Society for Improving the Dwellings of the Labouring Classes was established
in 1845 and was followed by similar organizations dedicated to the building of
low-rent dwellings. Ultimately, public opinion encouraged Parliament to pass
(1851) the Shaftesbury Acts (the Labouring Classes Lodging Houses Acts).
They provided for the construction of lodging houses according to certain
minimum standards.

Slum clearance began with the Torrens Act of 1868, which provided for the
demolition or improvement of unsanitary dwellings. After the turn of the century
much was done in Great Britain toward eliminating slums and constructing
model tenements; the garden city was one solution offered to the housing
problem. The first Housing and Town Planning Act in 1909 granted local
governments the power to oversee housing development. The large-scale
destruction of housing during World War II resulted in severe shortages after
1945; between 1945 and 1970 about 7 million new dwellings were built in Great
Britain.

Reforms in the United States

In the United States, housing problems-in particular the growth of slums-
became acute during the 19th cent. in the cities of the eastern seaboard and in the
larger Midwestern cities. A leading cause was the heavy immigration from
Europe that began in the middle of the 19th cent. and reached a peak at the turn
of the century. The first housing law (the 1867 New York City tenement house
law) was revised in 1879 to prohibit windowless rooms. The findings of a
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tenement house commission resulted in a new law in 1901, requiring better
provision for light and ventilation, fire protection, and sanitation. Most U.S. city
and state housing laws in the following years were based on those of New York
City.

Until World War I there was no government housing in the United States.
Then temporary dwellings were put up for defense workers. The U.S.
government lapsed into almost complete inaction with regard to building
housing until the advent of the New Deal. The National Housing Act (1934)
created the Federal Housing Administration (FHA) to undertake a nationwide
system of home loan insurance. It also established, by means of mortgage
insurance regulation, minimum standards for construction, for design, and for
location.

Low-cost housing projects, including farm-family homes sponsored by the
Resettlement Administration, were coordinated in 1937 under the U.S. Housing
Authority, which financed urban low-rent and slum clearance developments by
making loans at low interest rates. Such loans were later extended to rural
housing. The Lanham Act (1940) authorized federal operation of a large-scale
housing program for defense workers.

To unify the many federal housing agencies, President Roosevelt created
(1942) the National Housing Agency, which included the Federal Public
Housing Authority, the Federal Home Loan Bank Administration, and the FHA.
But the total wartime construction of permanent homes was far below peacetime
levels, while the demand for housing rose sharply with a high marriage rate,
migration from farms to cities, greater buying power, and later the return of
veterans. Complicated by building codes, union practices, and labor and material
shortages, the housing deficiency remained serious after the war, and federal
rent controls continued for some time.

A national housing policy began to emerge when Congress passed the
Housing Acts of 1949 and 1954, aimed at easing the housing shortage and
eliminating slums; their goal was a decent home for every family. The Housing
and Urban Development Act of 1965 created a separate cabinet-level Dept. of
Housing and Urban Development (HUD). In 1966 the Model Cities Act
coordinated government assistance to selected low-income areas of cities.

Housing since then often has been caught up in debate over rent controls,
homelessness, the failure of savings and loan associations, and the buying and
selling of political influence by government administrators and building
developers. From 1980 to 1987, 2.5 million low-cost housing units were lost,
and the federal government reduced its subsidies for construction by 60 %. In
response, some private groups like Habitat for Humanity have tried to help
individuals buy and renovate low-cost housing. Housing advocates have argued
for public housing reform, including controls on speculation and on rent (about
36 % of occupied U.S. housing units are rentals).
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Housing Problems in Other Countries

After World War I, the countries of continental Europe faced acute housing
shortages. Most postwar efforts were directed at rebuilding major industries, and
house construction suffered as a result. However, once the economies were
stable, attention turned to housing. In most countries of Africa, Asia, and Latin
America, urban housing shortages are today particularly severe as a result of
population increases, rapid urbanization, and the migration from rural areas to
cities. It is estimated that in Latin America alone, four or five million families
live in substandard urban dwellings. The depressed economies and social
inequities of many governments have worked against development of adequate
housing programs.

Housing

The ancient Greek word for household, oikos, 1s the root of the modern word
«economy». In early modern Europe, housing was associated both with living
and working, consuming and producing. This combined function shaped the
outward form and internal organization of houses during the era. It also
introduces complications to explicating the theme of housing, because the focus
could be equally on the domicile itself or on the groups of people who inhabited
it. Contemporary officials often used the term hearth to refer to households,
though the term refers to the structure used to heat a room as well. A lack of
sources makes it difficult to determine who actually lived together in the early
modern era: in some cases, several households lived together under one roof,
perhaps in separate rooms or all together. It is also difficult to determine how
people used space inside the house: there are very few descriptions of house
interiors and little way of knowing how representative those descriptions are.

There was no single «typical» house of the early modern era. For one thing,
there was a strong tendency toward regional cultural patterns, both among and
within linguistic and political units, which were expressed in housing styles.
Few things more readily distinguish different regions than the prevailing style of
houses, especially in the countryside. Regional differences resulted in part from
local variations in building materials, but they clearly had deeper cultural roots
as well. Housing types were also shaped by the fundamental difference between
urban and rural living conditions. Though the overwhelming majority of
Europeans lived in the countryside, the urban world was often more dynamic
and exhibited a greater variety of living conditions. Town size magnified those
differences. A few great cities, such as Paris or London, had a completely
different housing mixture from the typical «large» city of about 20, 000
inhabitants, not to mention the numerous small towns of the era. Variation in
status and the work people performed also affected how and where they lived.
The houses of nobles and patricians were quite different from those of peasants
and artisans. Higher status homes certainly displayed a greater variety of styles
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than did lower status homes. Even more importantly, however, higher status
homes comprise the greater body of evidence about what was in early modern
homes and how they were used. Thus, while one may talk about some general
trends in all housing during the era, the key features of housing must be viewed
in wider social and geographical contexts.

Building Houses

There were no significant technological changes affecting living conditions
in early modern Europe. Building materials and practices did not change much.
As a rule, the types of houses that people lived in at the end of the eighteenth
century would have been familiar to those of the early sixteenth century, aside
from external ornamentation. Indeed, many houses remained standing for the
entire period, though wood-frame houses typically needed replacing every
century or so. This continuity of building styles was particularly pronounced in
the housing of peasants and artisans. However, elite housing did change in
function and style over the period, so that a noble palace at the end of the early
modern era would have appeared quite different from one at the beginning of the
era.

There were three main building materials for houses: wood, stone, and brick.
One may divide European housing into three zones according to which of those
materials was predominant in buildings because of local availability of that
material. There was, however, a status hierarchy of building materials, so that
some towns would include a few stone or brick buildings in among a majority of
wood-frame houses. In the great cities, homes of the elite were constructed of
stone or brick, while homes in poorer districts were built of wood. Stone and
brick also became more prevalent building materials over time. By the
seventeenth century, Paris had (poorly enforced) regulations prohibiting wood
construction. London also built more extensively in stone and brick after the
devastating fire of 1666. The progress of stone building in large cities was
varied. The French city of Cambrai had numerous stone houses by the middle of
the seventeenth century. Nearby Rouen did not begin to build in stone until the
end of the eighteenth century. The German city of Nuremberg built houses with
stone first floors and half-timbered upper stories.

Wood was the favored building material in both the towns and countryside
of the heavily forested parts of northern and central Europe. It was unusual for
houses to be built entirely from logs. Instead, most structures were half-
timbered: large hewn logs formed the frame for the house, while the spaces
within the frame were filled with wattle and daub (a mixture of sticks with mud
or plaster), with bricks, or stucco. Timber for housing construction was not, in
fact, a highly developed industry in the era. Timber exports were more likely to
be sent for shipbuilding than housing, so half-timbering eased demand for large
logs. Indeed, in some port towns, the primary source of timber for house
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construction was old ships. Half-timbering created a distinctive colorful urban
landscape, remnants of which exist today in some German, French, and English
towns. By the late eighteenth century, however, half-timbered town houses were
often considered excessively rustic. The facades of such houses were plastered
over to create a more classical effect.

A major danger of the widespread use of wood in construction was fire.
Fires leveled many towns, such as Stockholm, Sweden, in 1625. Fear of
arsonists was a common concern of householders and town officials alike.

In most of southern Europe, and some parts of northern Europe, timber was
much scarcer than stone, so stone and mortar were the preferred building
materials for both towns and the countryside. The quality of stone used in
construction could vary widely. Almost all structures were constructed from
stone quarried locally. Small towns and villages took on a unified landscape
from the color and texture of the locally quarried stone. For example, the all-red
sandstone of the village of Collonges-la-Rouge in France distinguished it from
the mostly golden or gray stone of neighboring towns. More elegant housing
might rely on stone imported from a greater distance, but most quarries were
small operations that depended on major public projects such as churches to
drive most of their activity.

In the coastal regions of northern Europe and in the larger cities of southern
Europe, brick was the preferred building material. Brick making was a
significant industrial operation, the center of which was usually located in the
countryside near a town. Unlike stone and wood, brick was used almost
exclusively for urban housing. Farmhouses in regions where urban brick houses
predominated were usually half-timbered or wattle and daub. Bricks were well
designed for constructing geometrically proportioned, stable houses, which
produced regimented streetscapes. In northern FEuropean cities in the
Netherlands and coastal Holy Roman Empire, exposed brickwork helped define
the city landscape in the same way that colored stone defined some southern
European towns. In the southern European cities that used bricks instead of
stones, the bricks were usually covered with stucco, so that it was not
immediately apparent that brick rather than stone was the primary building
material.

Roofing material was equally subject to the interplay of local availability
and a slight status hierarchy of materials. In the countryside, both stone and half-
timbered houses were usually roofed with thatch. More substantial houses in the
countryside and most urban houses were covered with shingles, which might be
made of wood, locally quarried slate, or kiln-dried tiles. Only the houses of the
wealthiest people would be sheathed in lead or copper.

The building trades themselves also underwent little change during this era.
Most rural houses and houses of artisans were built by guild craftsmen, masons,
and carpenters, without the assistance of architects. Some towns enforced
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building regulations to ensure effective design. In sixteenth-century Nuremberg,
for example, the town building department acquired many drawings of new
structures and additions that were to be built, few of which were created by
architects. By the end of the early modern era, architects began to play a more
prominent role in constructing housing for urban professionals as well as
noblemen.

Peasant Houses

The majority of the European population lived in villages. Most villages
exhibited a uniform housing type, because there were only small disparities of
wealth and work among most peasants. Nevertheless, one can find some
differentiation between the houses of the rural poor and those of the more
substantial farmers. The most common dwelling for the rural poor was a one-
room house, sometimes called a «long house», where the residents slept, ate, and
worked in the same space. In its most basic form, it had an open hearth in the
middle of the room and a hole in the ceiling to let the smoke out. The house was
built on the ground, which served as the floor. Straw or grass was strewn on the
floor to reduce dampness. Light could enter the house through windows, which
lacked glass but could be closed by wooden shutters. More advanced houses had
a brick or stone hearth with a chimney located on one side of the house instead
of a centrally located firepot. Such houses had glass windows to let in light and
keep out the cold. It also became increasingly common for even simple
farmhouses to be built on excavated foundations and wood plank floors rather
than simply resting on the ground.

For modern observers, and even for some contemporaries, one of the most
striking features of the single-room house was that animals would be housed
under the same roof as people. Writers who stayed at such rural farmsteads
commented on being keptawake by the noises of the cows. However, animals
did not have free rein of the house: there was usually a barrier between the
human inhabited space and the stalls for the animals.

Sometimes, more than one family shared the one-room house. In any case,
privacy was very rare. The poorest households possessed a very small repertoire
of furniture. The most important item in a peasant household after the hearth
was the bed. It consisted of a frame, a mattress, and usually a canopy whose
curtains could be closed to attain some privacy. There was usually a long table
for eating, with benches rather than chairs for seating. Many benches served
double service as chests. Extra clothing, linens, and personal effects were kept in
chests or armoires, which were rudimentary in the poorest households and more
elaborate in wealthier ones. Though almost all parts of Europe had colorful folk-
art traditions in furniture or pottery, the overall appearance of the interior of
most peasant houses would have been dark and unadorned.
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Many peasants lived in a slightly more elaborate version of the long house.
Instead of consisting of a single room, the house was divided into two spaces: a
foyer and rooms. Cooking, eating, and work all took place in the foyer. The
rooms were separated from the foyer by walls, with doors that could be closed
and locked for at least some privacy from the work environment. Such houses
might also have a separate cellar and storeroom for grain and an upstairs room,
which could be used as a bedroom. This room was usually accessible by a
trapdoor and ladder rather than a stairwell. It was less common for animals to be
housed under the same roof as humans in these larger houses; instead they had
stalls in a barn.

The main work of rural households was, of course, agriculture. So the main
house was usually built as part of a larger courtyard in which the everyday tools
of farming were kept: wagons, plows, harnesses, a dung heap. More prosperous
peasants might have several buildings built around the courtyard, such as grain
storerooms, separate stalls for animals, sheds, possibly even a baking oven,
though that was usually a communal building rather than part of an individual's
property. The courtyard itself might be separated from the street by a large gate
or doorway that could be closed. Some of these gateways provided an
opportunity for self-expression. In Germany, it was fairly common for a married
couple to inscribe their names, the date of construction, and a pious statement
over the entryway of a new house.

There were also some specialized forms of housing in the rural world. There
were three structures which, while not present in every village, were central to
peasant life: the parsonage, the tavern, and the mill. The parsonage, or priest's
house, was usually just a large version of the typical peasant house of the region.
Throughout the early modern era, the pastor or priest participated in the broader
agricultural economy as well as attending to his spiritual duties, so his house had
to be arranged to perform both kinds of tasks. Rural inns, like their urban
counterparts, had to provide lodging and meals to travelers, but relied primarily
on a local customer base for support. Mills were fundamentally important for
rural society because they converted grain to flour; their living space was
subordinated to their economic function. The sites of both windmills and water
mills depended on geography. Building a mill was a greater capital investment
than building a house, so most mills were built with higher quality materials
with the intention that they would last for several generations. Millers,
innkeepers, and pastors were usually the wealthiest members of the community,
so their housing was the most elaborate in the village.

In most parts of Europe, peasants lived in nucleated villages. It was possible
to survive in a village with only a one-room house and no elaborate courtyard
because much work was done communally, so one's house did not have to have
all the required work materials. But large isolated farmhouses were
characteristic of Alpine lands, in which raising animals was more important than
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tending cereal crops. Isolated farmsteads had to be self-sufficient because there
were no neighbors to rely on. As a result, the houses of isolated farmsteads were
significantly bigger than those in villages, even if the farmstead occupants were
sometimes poorer than some of the more successful inhabitants of villages. The
farmstead houses almost invariably consisted of two or even three stories, with
stalls for animals in the lower story. Since these houses were often built in hilly
country, they were arranged with ground access to the upper story, which was a
large open space for storing grain and supplies.

Urban Artisan Housing

Perhaps the most important distinction within the towns of early modern
Europe was between citizens and noncitizens. In almost all towns, ownership of
a house in town was a prerequisite for citizenship. The single-family—owned
house, therefore, was the norm for merchants, professionals, and most
independent craftsmen, the bulk of the citizens in urban Europe during this era.
Not everyone aspired to or acquired citizenship, however. Many of the working
poor lived crowded together with other families in single houses. For example,
in seventeenth-century Augsburg, 70 percent of the households lived in houses
containing an average of four families. Though there was some tendency for the
houses of the wealthiest citizens to concentrate in the center of town near the
public buildings, different trades were usually mixed together throughout town.
This mixing of wealth and occupation was one of the most striking
characteristics of the small- and medium-sized towns of the era.

Space was at a premium in urban areas. House facades directly abutted the
street and were built one on top of the other. The characteristic urban street was
a narrow alley with houses built close enough to block out the sun on the street.
In some towns, the upper stories of houses overhung their entrances, almost
touching the houses across the street. Houses generally showed a narrow front to
the street and extended deeply to the rear. In the far rear, there was usually a
garden or courtyard. In smaller towns (and earlier in the sixteenth century)
ordinary houses tended to be only two stories tall. The first story was taller than
the second. In those cities that experienced strong population growth, houses
tended to be built upward, though it was very rare for them to reach more than
five stories.

The interior of an artisan's house was organized for craft production, not as a
haven from work. It often made sense to have one fairly undifferentiated room
on the main floor of the house. That room would serve as kitchen, eating area,
and workspace. Sometimes journeymen and apprentices would also sleep in the
work area, rolling up their bedding at the start of the workday. There was
usually at least some sense of separation between work areas and living areas,
even in the large rooms, but that separation sometimes blurred. As late as the
eighteenth century, one could still find blacksmiths' houses where the kitchen
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hearth also served as the foundry for the iron. The specific craft of the
homeowner influenced home design and location. Tanners, for example, had to
be located near a watercourse (and tended to produce unpleasant odors), so they
were concentrated in the same neighborhood. Their houses' interiors included
built-in vats for soaking and treating of hides, which had to be separate from
living spaces. Such occupational needs placed constraints on housing design.

Most artisan houses had two or three rooms on each floor. There was often a
parlor on the first floor, in addition to the main work area or shop. This room
was also a public space of the household. The upstairs rooms were usually for
sleeping. It is possible that one could find greater privacy in a typical urban
home than in its rural equivalent, but it was still mostly a shared rather than
isolated living situation.

Though it is unlikely that conditions were quite as squalid as they would
become in the first decades of the industrial revolution, it is clear that many
urban workers throughout the early modern era lived in dingy, crowded
conditions, with little that could be considered luxuries or even comforts.
Furnishings in artisan households were mostly comparable to those of the
peasantry: sturdy furniture and supplies with perhaps a smattering of folk-art
coloring. Studies of inventories at death show that the most important piece of
personal property of the poor was the bed and accompanying linens. Urban
houses differed from rural ones in some other respects. Most rooms in the urban
house had fireplaces to keep them warm in the winter. Latrines inside the house
became common place in the sixteenth century; in some cities, such as in Rouen
in 1519, interior latrines were mandated by law. These comforts suggest that
urban housing was more advanced than rural housing, even for the poor.

Urban Elite Housing

Dutch genre paintings by Vermeer, Steen, and de Hooch, among others,
show sumptuous interiors that are not at all like the rather drab artisan
households. The Dutch Republic was in the forefront of a broader based
development of a self-confident «bourgeois» culture. Indeed, the explosion of
genre painting in the Netherlands was partly a symptom of the new culture that
it portrayed. Urban elites, and even those who possessed above-average wealth,
no matter what their status, began to decorate their homes in a more elaborate
style, akin to that of the nobility. Inventories show that paintings and prints were
some of the decorations that became commonplace in bourgeois homes.

The interiors of urban elite homes reflected two important cultural trends.
The first was a sharper separation of public and private lives. Unlike in the
houses of urban artisans, the kitchen, storerooms, and servants' quarters were in
the basement of the houses of merchants and members of the professions,
separate from the general living and working space. A modern eighteenth-
century town house consisted of ten to fifteen rooms spread over three or four
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stories. The first floor was mostly for interaction with the public. The key room
was the parlor, where guests were greeted. Merchant houses also included a
counting room or study that could be a place of repose but also a place to meet
clients. The second floor contained the main dining room for entertaining guests,
but also semi-private rooms such as the drawing or dressing room. Architects
recognized that homeowners might conduct some business in the drawing room
and thus advocated separating the drawing room from the bedrooms, which were
often placed on the third floor.

The second cultural trend reflected in urban elite homes was the emergence
of a consumer culture. Simple comforts that characterized most artisan homes by
the eighteenth century, such as hearths in every room, internal latrines, and glass
windows, were widespread in elite homes at the beginning of the early modern
era. In addition, the rooms of bourgeois town houses were decorated profusely
with moldings, wainscoting, marble mantlepieces, carpets, drapery, and mirrors.
The increasing importance of new decorative objects such as mirrors, clocks,
and sofas can be traced through inventories. Again, these trends were most
conspicuous in large cities such as London and Paris, but they also extended to
medium-sized towns. The Dutch were particularly noted for their comfortable
and clean houses. In Germany, clocks were becoming an accessory in
professional homes by the 1720s. A building boom in the late eighteenth
century, exemplified in towns like Bath, created town houses appropriate for
such conspicuous consumption.

Noble Housing

Housing in towns and villages in the early modern era consisted primarily of
elaborations on medieval forms. But noble housing underwent a conspicuous
change between the medieval and early modern eras, caused mostly by changes
in the quintessential noble activity: warfare. Gunpowder weapons and artillery
rendered the fortified castle useless as a safe haven for nobles. Some saw their
castles destroyed during royal pacification campaigns; others decided that
castles were uncomfortable and incompatible with the kind of splendor that went
with living nobly. So noble housing became oriented toward display rather than
defense.

Already in the Renaissance, urban nobles in Italy had revived the country
villa as a retreat from urban life. The villa was modeled on the ancient Roman
estate, but without the slaves. Architecturally, it incorporated classical notions of
proportion and harmony that typified the Renaissance. In northern Europe, some
royal palaces were built as a retreat from the hectic pace of urban life. Many
were used primarily as hunting lodges. But many northern nobles were already
primarily based in the rural world. The palace replaced the castle as the house
from which nobles exerted their control over the countryside. The pace of the
conversion of castles or construction of noble palaces in the countryside varied
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from region to region in Europe. Poorer noblemen had to be content with modest
additions or remodeling of already existing castles. The largest concentration of
new construction was in France and England. In England, the secularization of
the monasteries opened large properties to development by regional elites. A
wave of «great houses» went up beginning in the early sixteenth century. In
eastern Europe, by contrast, rural palaces continued to exhibit clearly their
function as agricultural centers as well as centers of noble power.

Part of the function of noble housing was the extravagant display of wealth
and authority. A rural palace was symbolic as well as domestic architecture. It
achieved its impact by its setting as well as by its facade and furnishings. Noble
landowners might divert a river or extend a moat to make the approach to the
main buildings more dramatic. Extensive formal gardens were an important
accompaniment to the main structure.

The impact created by the approach to the building was then reinforced by
its interior layout and decoration. In the country houses of England, the
centerpiece of display was the hall, which one entered from the front door of the
house. This was the most public space in the house and was decorated to focus
attention on the head of the house, even when he was not present. Placing a great
stairway in the hall became increasingly common, turning what had been a
necessary but decidedly secondary architectural feature into another element of
prominent display. Great houses had innumerable other rooms branching off
from the hall, with increasing degrees of privacy associated with them.

The most prominent room in the house after the hall was the great chamber.
Originally, it had been a general-purpose sleeping, eating, and meeting room of
the head of the house. Increasingly, the sleeping area of the householder
developed into a suite of rooms, including an antechamber and dressing room.
An important part of the work of a nobleman was entertaining other noblemen.
Great houses and palaces contained apartments in the family's own wing of the
house and also in other wings to accommodate visitors. The status of visitors
could be seen by where they were lodged in the house. An apartment consisted
of four rooms: a sleeping chamber, a dressing room, an antechamber, and a room
for personal servants.

As in bourgeois houses, the service rooms of the house were generally kept
separate from both the public and private spaces. Some servants, of course, lived
in rooms adjacent to their masters' or mistresses' chambers, but others slept in a
separate section of the house, often dormitory style, when they were not on duty.
Undoubtedly the central service room of the house was the kitchen. Along with
the pantry, buttery, bakehouse, larder, and brewery, kitchens were kept out of
the way of regular traffic. There was almost no space devoted exclusively to
children, though most great houses had a separate nursery for the very young.

Noble houses experienced the same expansion of domestic comforts as
bourgeois homes did. By the eighteenth century, it was commonplace for
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palaces to have running water, interior latrines, and fixed lighting. Instead of a
single public room, such as the parlor, noble houses had a library or study,
galleries, and a chapel. Formal gardens and outbuildings such as an orangerie
(akin to a greenhouse) or folly (akin to a gazebo) provided another setting for
nobles to meet or enjoy privacy. Indeed, gardens, in addition to their function as
display, played an important role in noble intimacy and escape from the very
public activity of much of the house.

The growth of the state drew more and more nobles to capital cities. The
same issues of display and representation affected the housing nobles chose to
live in or build in cities such as Paris and London. City layouts made it difficult
to recreate the dramatic effect of the approach to a rural palace. Instead, the
interiors and courtyards became the primary areas for dramatic display. Italy,
which already had an established urban nobility in the Middle Ages, set the
initial standards for the urban palazzo. In most respects, they followed the same
internal organization as their rural counterparts. The architectural principles of
«classicism» established in Paris became the norm for urban noble housing
throughout Europe. In the eighteenth century, court cities such as Berlin,
Vienna, and Munich experienced a building boom of noble houses based on
variants of the classical and baroque styles.

Housing As Property

The populated areas of Europe had already developed clear property lines at
the beginning of the early modern era. New buildings were visibly constrained
by these legal boundaries. This situation was particularly acute in urban areas,
where the existing structures meant that the only way to increase the area of
one's house was to build it upward, with additional stories, or to purchase a new
plot of land with greater space. But even in villages, property lines defined
housing spaces in the core of the village that were clearly differentiated from the
croplands and pasture. Houses were restricted to that core. Once built, a house
was expected to survive for a long time before being replaced. Increasing
population in the countryside spurred the construction of new housing in the
eighteenth century, often on subdivided plots. But, except in cases of a major
catastrophe, such as fire, building a house was an infrequent phenomenon in
most villages. Many structures built in the early modern era survived into the
industrial era. The most extensive building projects for new housing were in the
expanding suburbs of major cities or in newly founded court cities such as
Versailles, Karlsruhe, or Turin, built explicitly on a grid pattern on property
made available by the prince for the purpose of dynastic display.

Relatively clear property boundaries fostered a real estate market. One can,
of course, find many instances of a single family residing on a piece of property
for several generations. But some property became available because a lincage
died out, and still more became available because of a change in the economic
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fortunes of a lineage. So purchasing a house was not at all a rare occurrence.
Prices, of course, varied greatly. Even within the peasantry and artisan class,
there were clear gradations in the quality of housing. Fancier peasant houses
were worth about five times as much as cheaper ones in the housing market.
Joint ownership of houses was also possible.

In the great cities, urban expansion was fostered by speculation in real
estate. Urban elites invested in numerous building projects in suburbs and
occasional renovation projects in the center of town. Some of these projects, the
most famous of which is probably the Place Royale in Paris, completed in 1612,
attracted elite buyers. Many others appealed primarily to people of middling
means. Still others were rented out, either short term for noncitizens or long term
for the working poor. The Fuggerei in Augsburg is perhaps the best-known
example of housing for the working poor built by elite investors, but it was
exceptional in being built primarily as a charitable institution rather than as an
investment. In some cities, rental housing was a significant part of the housing
stock. Fifteen percent of the population of Liibeck lived in rented cellars or
rented row houses in alleys. The owners of such rental properties were often the
urban elites of the towns.

By the end of the eighteenth century, urban housing was beginning to take
on characteristics that would become widespread in the nineteenth century.
Increasing population in towns such as Manchester put pressure on the housing
stock for the working poor. At the same time, town house developments targeted
at the upper middle classes, such as New Town, Edinburgh, became an
important economic factor reshaping cities. They fostered speculation in both
land and houses, which in turn fed urbanization on an unprecedented scale.

TEXT 5

3aoanue 1. IlpounTaiiTe TEKCT, CTapasCh MOHITH €ro O0IIEe COIepKaHUE.
3aoanue 2. BbIllONHUTE NOJHBINA NMCbMEHHBIN NepeBo TekcTa. OOBsCHUTE,
KaKHe MepeBoI4ecKue TpaHC(HOpPMAIIUH Bbl UCIIONB3YETE.

Brick

Small building unit in the form of a rectangular block, first produced in a
sun-dried form at least 6, 000 years ago. Clay, the basic ingredient, is mined
from open pits, formed, and then fired in a kiln to produce strength, hardness,
and heat resistance. Brick was the chief building material in the ancient Near
East. Its versatility was expanded in ancient Rome by improvements in
manufacture and by new techniques of bonding. Brick came to be widely used in
Western Europe for the protection it offered against fire. How is a brick made?
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Background

The term brick refers to small units of building material, often made from
fired clay and secured with mortar, a bonding agent comprising of cement, sand,
and water. Long a popular material, brick retains heat, withstands corrosion, and
resists fire. Because each unit is small — usually four inches wide and twice as
long, brick is an ideal material for structures in confined spaces, as well as for
curved designs. Moreover, with minimal upkeep, brick buildings generally last a
long time.

For the above-cited practical reasons and because it is also an aesthetically
pleasing medium, brick has been used as a building material for at least 5, 000
years. The first brick was probably made in the Middle East, between the Tigris
and Euphrates rivers in what is now Iraq. Lacking the stone their contemporaries
in other regions used for permanent structures, early builders here relied on the
abundant natural materials to make their sun-baked bricks. These, however,
were of limited use because they lacked durability and could not be used
outdoors; exposure to the elements caused them to disintegrate. The
Babylonians, who later dominated Mesopotamia, were the first to fire bricks,
from which many of their tower-temples were constructed.

From the Middle East the art of brickmaking spread west to what is now
Egypt and east to Persia and India. Although the Greeks, having a plentiful
supply of stone, did not use much brick, evidence of brick kilns and structures
remains throughout the Roman Empire. However, with the decline and fall of
Rome, brickmaking in Europe soon diminished. It did not resume until the
1200s, when the Dutch made bricks that they seem to have exported to England.
In the Americas, people began to use brick during the sixteenth century. It was
the Dutch, however, who were considered expert craftsmen.

Prior to the mid-1800s, people made bricks in small batches, relying on
relatively inefficient firing methods. One of the most widely used was an open
clamp, in which bricks were placed on a fire beneath a layer of dirt and used
bricks. As the fire died down over the course of several weeks, the bricks fired.
Such methods gradually became obsolete after 1865, when the Hoffmann kiln
was invented in Germany. Better suited to the manufacture of large numbers of
bricks, this kiln contained a series of compartments through which stacked
bricks were transferred for pre-heating, burning, and cooling.

Brickmaking improvements have continued into the twentieth century.
Improvements include rendering brick shape absolutely uniform, lessening
weight, and speeding up the firing process. For example, modern bricks are
seldom solid. Some are pressed into shape, which leaves a frog, or depression,
on their top surface. Others are extruded with holes that will later expedite the
firing process by exposing a larger amount of surface area to heat. Both
techniques lessen weight without reducing strength.
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However, while the production process has definitely improved, the market
for brick has not. Brick does have the largest share of the opaque materials
market for commercial building, and it continues to be used as a siding material
in the housing industry. However, other siding materials such as wood, stucco,
aluminum, plaster, and vinyl are strong competitors because they cost up to 50
percent less, and some (notably stucco and plaster) offer built-in insulation. Yet
these systems can cost up to 1.75 times that of brick, which also requires less
maintenance. Other materials that compete with brick despite their usually
higher cost include precast concrete panels, glass, stone, artificial stone, concrete
masonry, and combinations of these materials, because advances in
manufacturing and design have made such materials more attractive to the
builder. According to the U.S. Industrial Outlook, the use of brick as a siding
material for single-family homes dropped from 26 percent in 1984 to 17 percent
in 1989.

Raw Materials

Natural clay minerals, including kaolin and shale, make up the main body of
brick. Small amounts of manganese, barium, and other additives are blended
with the clay to produce different shades, and barium carbonate is used to
improve brick's chemical resistance to the elements. Many other additives have
been used in brick, including byproducts from papermaking, ammonium
compounds, wetting agents, flocculents (which cause particles to form loose
clusters) and deflocculents (which disperse such clusters). Some clays require
the addition of sand or grog (pre-ground, pre-fired material such as scrap brick).

A wide variety of coating materials and methods are used to produce brick
of a certain color or surface texture. To create a typical coating, sand (the main
component) is mechanically mixed with some type of colorant. Sometimes a flux
or frit (a glass containing colorants) is added to produce surface textures. The
flux lowers the melting temperature of the sand so it can bond to the brick
surface. Other materials including graded fired and unfired brick, nepheline
syenite, and graded aggregate can be used as well.

The ManufacturingProcess

The initial step in producing brick is crushing and grinding the raw materials
in a separator and a jaw crusher. Next, the blend of ingredients desired for each
particular batch is selected and filtered before being sent on to one of three brick
shaping processes — extrusion, molding, or pressing, the first of which is the
most adaptable and thus the most common. Once the bricks are formed and any
subsequent procedures performed, they are dried to remove excess moisture that
might otherwise cause cracking during the ensuing firing process. Next, they are
fired in ovens and then cooled. Finally, they are dehacked—automatically
stacked, wrapped with steel bands, and padded with plastic corner protectors.
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Grinding, sizing, and combining raw materials

e First, each of the ingredients is conveyed to a separator that removes
oversize material. A jaw crusher with horizontal steel plates then squeezes the
particles, rendering them still smaller. After the raw materials for each batch of
bricks have been selected, a scalping screen is often used to separate the
different sizes of material. Material of the correct size is sent to storage silos,
and over-sized material goes to a hammermill, which pulverizes it with rapidly
moving steel hammers. The hammermill uses another screen to control the
maximum size of particle leaving the mill, and discharge goes to a number of
vibrating screens that separate out material of improper size before it is sent on
to the next phase of production.

Extrusion

e With extrusion, the most common method of brick forming, pulverized
material and water are fed into one end of a pug mill, which uses knives on a
rotating shaft to cut through and fold together material in a shallow chamber.
The blend is then fed into an extruder at the far end of the mill. The extruder
usually consists of two chambers. The first removes air from the ground clay
with a vacuum, thereby preventing cracking and other defects. The second
chamber, a high-pressure cylinder, compacts the material so the auger can
extrude it through the die. After it is compressed, the plastic material is forced
out of the chamber though a specially shaped die orifice. The cross-section of
the extruded column, called the «pugy», is formed into the shape of the die.
Sections of desired length are cut to size with rotating knives or stiff wires.

In molding, soft, wet clay is shaped in a mold, usually a wooden box. The
interior of the box is often coated with sand, which provides the desired texture
and facilitates removing the formed brick from the mold. Water can also be used
to assist release. Pressing, the third type of brick forming, requires a material
with low water content. The material is placed in a die and then compacted with
a steel plunger set at a desired pressure. More regular in shape and sharper in
outline than brick made with the other two methods, pressed bricks also feature
frogs.

Chamfering the brick

e Chamfering machines were developed to produce a furrow in brick for
such applications as paving. These machines use rollers to indent the brick as it
is being extruded. They are sometimes equipped with wire cutters to do the
chamfering and cutting in one step. Such machines can produce as many as 20,
000 units per hour.

Coating

e The choice of sand coating, also applied as the brick is extruded, depends
on how soft or hard the extruded material is. A continuous, vibrating feeder is
used to coat soft material, whereas for textured material the coating may have to
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be brushed or rolled on. For harder materials a pressure roller or compressed air
is used, and, for extremely hard materials, sand blasting is required.

Drying

e Before the brick is fired, it must be dried to remove excess moisture. If
this moisture is not removed, the water will burn off too quickly during firing,
causing cracking. Two types of dryers are used. Tunnel dryers use cars to move
the brick through humidity-controlled zones that prevent cracking. They consist
of a long chamber through which the ware is slowly pushed. External sources of
fan-circulated hot air are forced into the dryer to speed the process.

e Automatic chamber dryers are also used, especially in Europe. The
extruded bricks are automatically placed in rows on two parallel bars. The bricks
are then fed onto special racks with finger-like devices that hold several pairs of
bars in multiple layers. These racks are then transferred by rail-mounted transfer
cars or by lift trucks into the dryers.

Firing

e After drying, the brick is loaded onto cars (usually automatically) and
fired to high temperatures in furnaces called kilns. In general, the cars that
moved the bricks through the drying process are also used to convey them
through the tunnel kiln. These cars are pushed through the kiln's continuously
maintained temperature zones at a specific rate that depends on the material. The
majority of kilns in the United States use gas as a fuel source, though a third of
the brick currently produced is fired using solid fuels such as sawdust and coal.
Tunnel kilns have changed in design from high-load, narrow-width kilns to
shorter, lower-set wider kilns that can fire more brick. This type of design has
also led to high-velocity, long-flame, and low-temperature flame burners, which
have improved temperature uniformity and lowered fuel consumption.

Setting and packaging

e After the brick is fired and cooled, it 1s unloaded from the kiln car via the
dehacking process, which has been automated to the point where almost all
manual brickhandling is eliminated. Automated setting machines have been
developed that can set brick at rates of over 18, 000 per hour and can rotate the
brick 180 degrees. Usually set in rows eleven bricks wide, a stack is wrapped
with steel bands and fitted with plastic strips that serve as corner protectors. The
packaged brick is then shipped to the job site, where it is typically unloaded
using boom trucks.

Quality Control

Though the brick industry is often considered unsophisticated, many
manufacturers are participating in total quality management and statistical
control programs. The latter involves establishing control limits for a certain
process (such as temperature during drying or firing) and tracking the parameter
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to make sure the relevant processes are kept within the limits. Therefore, the
process can be controlled as it happens, preventing defects and improving yields.

A variety of physical and mechanical properties must be measured and must
comply with standards set by the American Society of Testing and Materials
(ASTM). These properties include physical dimensions, density, and mechanical
strength. Another important property is freeze-thaw durability, where the brick
is tested under conditions that are supposed to simulate what is encountered in
the outdoors. However, current tests are inadequate and do not really correlate to
actual conditions. What passes in the laboratory may not pass in the field.
Therefore, the brick industry is trying to develop a more accurate test.

A similar problem exists with a condition known as efflorescence, which
occurs when water dissolves certain elements (salt is among the most common)
in exterior sources, mortar, or the brick itself. The residual deposits of soluble
material produce surface discoloration that can be worsened by improper
cleaning. When salt deposits become insoluble, the efflorescence worsens,
requiring extensive cleaning. Though a brick maypass the laboratory test, it
could fail in the field due to improper design or building practices. Therefore,
brick companies are developing their own in-house testing procedures, and
research is continuing to develop a more reliable standard test.

The Future

Currently, the use of brick has remained steady, at around seven to nine
billion a year, down from the 15 billion used annually during the early 1900s. In
an effort to increase demand, the brick industry continues to explore alternative
markets and to improve quality and productivity. Fuel efficiency has also
improved, and by the year 2025 brick manufacturers may even be firing their
brick with solar energy. However, such changes in technology will occur only if
there is still a demand for brick.

Even if this demand continues, the brick industry both here and abroad faces
another challenge: it will soon be forced to comply with environmental
regulations, especially in the area of fluorine emissions. Fluorine, a byproduct of
the brickmaking process, is a highly reactive element that is dangerous to
humans. Long-term exposure can cause kidney and liver damage, digestive
problems, and changes in teeth and bones, and the Environmental Protection
Agency (EPA) has consequently established maximum exposure limits. To
lessen the dangers posed by fluorine emissions, brickworks can install scrubbers,
but they are expensive. While some plants have already installed such systems,
the U.S. brick industry is trying to play a more important role in developing less
expensive emissions testing methods and establishing emission limits. If the
brick industry cannot persuade federal regulators to lower their requirements, it
is quite possible that the industry could shrink in size, as some companies cannot
afford to comply and will go out of business.
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Brick

A construction material usually made of clay and extruded or molded as a
rectangular block. Three types of clay are used in the manufacture of bricks:
surface clay, fire clay, and shale. Adobe brick is a sun-dried molded mix of clay,
straw, and water, manufactured mainly in Mexico and some southern regions of
the United States. See also Clay.

The first step in manufacture is crushing the clay. The clay is then ground,
mixed with water, and shaped. Then the bricks are fired in a kiln at
approximately 2000°F (1093°C). Substances in the clay such as ferrous,
magnesium, and calcium oxides impart color to the bricks during the firing
process. The color may be uniform throughout the bricks, or the bricks may be
manufactured with a coated face. The latter are classified as glazed, claycoat, or
engobe.

The most commonly used brick product is known as facing brick.
Decorative bricks molded in special shapes are used to form certain architectural
details such as water tables, arches, copings, and corners.

1. A piece of equipment that has been programmed or configured into a
hung, wedged, unusable state. Especially used to describe what happens to
devices like routers or PDAs that run from firmware when the firmware image is
damaged or its settings are somehow patched to impossible values. This term
usually implies irreversibility, but equipment can sometimes be unbricked by
performing a hard reset or some other drastic operation. Sometimes verbed:
«Yeah, I bricked the router because I forgot about adding in the new access-
list».

2. An outboard power transformer of the kind associated with laptops,
modems, routers and other small computing appliances, especially one of the
modern type with cords on both ends, as opposed to the older and obnoxious
type that plug directly into wall or barrier strip. Brick, ceramic structural
material that, in modern times, is made by pressing clay into blocks and firing
them to the requisite hardness in a kiln. Bricks in their most primitive form were
not fired but were hardened by being dried in the sun. Sun-dried bricks were
utilized for many centuries and are used even today in regions with the proper
climate. Examples from approximately 5, 000 years ago have been discovered in
the Tigris-Euphrates basin, and the ancient races occupying this region may
have been the first users of brick. In Babylonia there was a lack of both timber
and stone, and the thick clay deposited by the overflowing rivers was the only
material adaptable to building. The Persians and the Assyrians used sun-dried
blocks of clay for walls of great thickness, facing them with a protective coating
of fired bricks. The Egyptians and the Greeks used bricks only to a limited
extent, as they had access to plentiful supplies of stone and marble. The Romans
manufactured fired bricks in enormous quantities and gave them an important
role as a basic structural material in buildings throughout the Roman Empire.
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Bricks played an important part in early Christian architecture until the decline
of the empire. Whereas the Romans had usually concealed their brickwork
beneath a decorative facing of stone or marble, the Byzantines devised a
technique for exposing the bricks and giving them a full decorative expression.
This technique influenced the Romanesque style and brought especially good
results in Lombardy and in Germany, where bricks came to be arranged in
immensely varied patterns. Since the Middle Ages, brickwork has been in
constant use everywhere, adapting itself to every sort of construction and to
every change of architectural style. At the beginning of the 19th cent.
mechanical brick-making processes began to be patented and by the latter half of
the century had almost entirely replaced the ancient hand-fashioning methods.
Contemporary American building bricks are rectangular blocks with the
standard dimensions of about 2'/, by 3°/, by 8 in. (5.7 by 9.5 by 20.3 cm). Good
bricks are resistant to atmospheric action and high temperatures and are more
durable than stone. Where heat resistance is especially important, fire bricks are
used; these are made of special refractory clays called fire clays and are fired at
very high temperatures. A brick is a block or a single unit of a ceramic material
used in masonry construction. Typically bricks are stacked together or laid as
brickwork using various kinds of mortar to hold the bricks together and make a
permanent structure. Bricks are typically produced in common or standard sizes
in bulk quantities. They have been regarded as one of the longest lasting and
strongest building materials used throughout history.

In the general sense, a «brick» is a standard-sized weight-bearing building
unit. Bricks are laid in horizontal courses, sometimes dry and sometimes with
mortar. When the term is used in this sense, the brick might be made from clay,
lime-and-sand, concrete, or shaped stone. In a less clinical and more colloquial
sense, bricks are made from dried earth, usually from clay-bearing subsoil. In
some cases, such as adobe, the brick is merely dried. More commonly it is fired
in a kiln of some sort to form a true ceramic.

The oldest domestic bricks were found in Greece. In the 12th century, bricks
from Northern-Western Italy were re-introduced to Northern Germany, where an
independent tradition evolved. It culminated in the so-called brick Gothic, a
reduced style of Gothic architecture that flourished in Northern Europe,
especially in the regions around the Baltic Sea, which are without natural rock
resources. Brick Gothic buildings, which are built almost exclusively of bricks,
are to be found in Denmark, Germany, Poland, and Russia.

During the Renaissance and the Baroque, visible brick walls were unpopular
and the brickwork was often covered with plaster. It was only during the mid-
18th century that visible brick walls regained some degree of popularity, as
illustrated by the Dutch Quarter of Potsdam, for example.

The transport in bulk of building materials such as bricks over long
distances was rare before the age of canals, railways, roads and heavy goods
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vehicles. Before this time bricks were generally made close to their point of
intended use. It has been estimated that in England in the 18th century carrying
bricks by horse and cart for ten miles (16 km) over the poor roads then existing
could more than double their price.

Bricks were often used for reasons of speed and economy, even in areas
where stone was available. The buildings of the Industrial Revolution in Britain
were largely constructed of brick and timber due to the demand created. During
the building boom of the 19th century in the eastern seaboard cities of Boston
and New York City, for example, locally made bricks were often used in
construction in preference to the brown stones of New Jersey and Connecticut
for these reasons.

The trend of building high office buildings that emerged towards the
beginning of the 19th century displaced brick in favor of cast and wrought iron
and later steel and concrete. Some early 'skyscrapers' were made in masonry, and
demonstrated the limitations of the material — for example, the Monadnock
Building in Chicago (opened in 1896) is masonry and just 17 stories high; the
ground walls are almost 6 feet (1.8 m) thick to give the needed support; clearly
building any higher would lead to excessive loss of internal floor space on the
lower floors. Brick was revived for high structures in the 1950s following work
by the Swiss Federal Institute of Technology and the Building Research
Establishment in Watford, UK. This method produced 18-story structures with
load-bearing walls no thicker than a single brick (150-225 mm). This potential
has not been fully developed because of the ease and speed in building with
other materials; in the late-20th century brick was confined to low- or medium-
rise structures or as a thin decorative cladding over concrete-and-steel buildings
or for internal non-load-bearing walls. In Victorian London, bright red brick was
chosen to make buildings more visible in the heavy fog that caused transport
problems.

Bull's Trench Kilns

In India, brick making is typically a manual process. The most common type
of brick kiln in use there is the Bull's Trench Kiln (BTK), based on a design
developed by British engineer W. Bull in the late 19th century.

An oval or circular trench is dug, 69 metres wide, 2-2.5 metres deep, and
100—-150 metres in circumference. A tall exhaust chimney is constructed in the
centre. Half or more of the trench is filled with «green» (unfired) bricks which
are stacked in an open lattice pattern to allow airflow. The lattice is capped with
a roofing layer of finished brick.

In operation, new green bricks, along with roofing bricks, are stacked at one
end of the brick pile; cooled finished bricks are removed from the other end for
transport to their destinations. In the middle, the brick workers create a firing
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zone by dropping fuel (coal, wood, oil, debris, and so on) through access holes
in the roof above the trench.

The advantage of the BTK design is a much greater energy efficiency
compared with clamp or scove kilns. Sheet metal or boards are used to route the
airflow through the brick lattice so that fresh air flows first through the recently
burned bricks, heating the air, then through the active burning zone. The air
continues through the green brick zone (pre-heating and drying the bricks), and
finally out the chimney, where the rising gases create suction which pulls air
through the system. The reuse of heated air yields savings in fuel cost.

As with the rail process above, the BTK process is continuous. A half dozen
laborers working around the clock can fire approximately 15,000-25,000 bricks
a day. Unlike the rail process, in the BTK process the bricks do not move.
Instead, the locations at which the bricks are loaded, fired, and unloaded
gradually rotate through the trench.

Extruded bricks

For extruded bricks the clay is mixed with 10-15 % water (stiff extrusion)
or 20-25 % water (soft extrusion). This mixture is forced through a die to create
a long cable of material of the desired width and depth. This mass is then cut
into bricks of the desired length by a wall of wires. Most structural bricks are
made by this method as it produces hard, dense bricks, and suitable dies can
produce holes or other perforations as well. The introduction of such holes
reduces the volume of clay needed, and hence the cost. Hollow bricks are lighter
and easier to handle, and have thermal different properties than solid bricks. The
cut bricks are hardened by drying for 20 to 40 hours at 50 to 150 °C before
being fired. The heat for drying is often waste heat from the kiln.

European-style extruded bricks or blocks are used in single-wall
construction with finishes applied on the inside and outside. Their many voids
comprise a greater proportion of the volume than the solid, thin walls of fired
clay. Such bricks are made in 15-, 25-, 30-, 42- and 50-cm widths. Some models
have very high thermal insulation properties, making them suitable for zero-
energy buildings.

Calcium-Silicate bricks

The raw materials for calcium-silicate bricks include lime mixed with
quartz, crushed flint or crushed siliceous rock together with mineral colourants.
The materials are mixed and left until the lime is completely hydrated; the
mixture is then pressed into moulds and cured in an autoclave for two or three
hours to speed the chemical hardening. The finished bricks are very accurate and
uniform, although the sharp arrises need careful handling to avoid damage to
brick (and bricklayer). The bricks can be made in a variety of colours; white is
common but pastel shades can be achieved.
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This type of brick is common in Sweden, especially in houses built or
renovated in the 1970s, where it is known as «Mexitegel» (en: Mexican Bricks).

In India these are known as Fly ash bricks, manufactured using the FaL-G
(fly ash, lime and gypsum) process.

Calcium-silicate bricks are also manufactured in Canada and the United
States, and meet the criteria set forth in ASTM C73 — 10 Standard Specification
for Calcium Silicate Brick (Sand-Lime Brick). It has lower embodied energy
than cement based man-made stone and clay brick.

Influence on fired colour

The fired colour of clay bricks is influenced by the chemical and mineral
content of the raw materials, the firing temperature, and the atmosphere in the
kiln. For example, pink coloured bricks are the result of a high iron content,
white or yellow bricks have a higher lime content. Most bricks burn to various
red hues; as the temperature is increased the colour moves through dark red,
purple and then to brown or grey at aroundl, 300 °C (2,372 °F). Calcium silicate
bricks have a wider range of shades and colours, depending on the colourants
used. The names of bricks may reflect their origin and colour, such as London
stock brick and Cambridgeshire White.

«Bricks» formed from concrete are usually termed blocks, and are typically
pale grey in colour. They are made from a dry, small aggregate concrete which
is formed in steel moulds by vibration and compaction in either an «egg layer»
or static machine. The finished blocks are cured rather than fired using low-
pressure steam. Concrete blocks are manufactured in a much wider range of
shapes and sizes than clay bricks and are also available with a wider range of
face treatments — a number of which simulate the appearance of clay bricks.

An impervious and ornamental surface may be laid on brick either by salt
glazing, in which salt i1s added during the burning process, or by the use of a
«slip», which is a glaze material into which the bricks are dipped. Subsequent
reheating in the kiln fuses the slip into a glazed surface integral with the brick
base.

Natural stone bricks are of limited modern utility due to their enormous
comparative mass, the consequent foundation needs, and the time-consuming
and skilled labour needed in their construction and laying. They are very durable
and considered more handsome than clay bricks by some. Only a few stones are
suitable for bricks. Common materials are granite, limestone and sandstone.
Other stones may be used (for example, marble, slate, quartzite, and so on) but
these tend to be limited to a particular locality.

Loose bricks
For efficient handling and laying, bricks must be small enough and light
enough to be picked up by the bricklayer using one hand (leaving the other hand
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free for the trowel). Bricks are usually laid flat and as a result the effective limit
on the width of a brick is set by the distance which can conveniently be spanned
between the thumb and fingers of one hand, normally about four inches (about
100 mm). In most cases, the length of a brick is about twice its width, about
eight inches (about 200 mm) or slightly more. This allows bricks to be laid
bonded 1n a structure which increases stability and strength (for an example, see
the illustration of bricks laid in English bond, at the head of this article). The
wall is built using alternating courses of stretchers, bricks laid longways, and
headers, bricks laid crossways. The headers tie the wall together over its width.
In fact, this wall 1s built in a variation of English bond called English cross bond
where the successive layers of stretchers are displaced horizontally from each
other by half a brick length. In true English bond the perpendicular lines of the
stretcher courses are in line with each other.

A bigger brick makes for a thicker (and thus more insulating) wall.
Historically, this meant that bigger bricks were necessary in colder climates,
while a smaller brick was adequate, and more economical, in warmer regions. A
notable illustration of this correlation is the Green Gate in Gdansk; built in 1571
of imported Dutch brick, too small for the colder climate of Gdansk, it was
notorious for being a chilly and drafty residence. Nowadays this is no longer an
issue, as modern walls typically incorporate specialized insulation materials.

The correct brick for a job can be selected from a choice of colour, surface
texture, density, weight, absorption and pore structure, thermal characteristics,
thermal and moisture movement, and fire resistance.

Bricks may also be classified as solid (less than 25 % perforations by
volume, although the brick may be «frogged», having indentations on one of the
longer faces), perforated (containing a pattern of small holes through the brick,
removing no more than 25 % of the volume), cellular (containing a pattern of
holes removing more than 20 % of the volume, but closed on one face), or
hollow (containing a pattern of large holes removing more than 25 % of the
brick's volume). Blocks may be solid, cellular or hollow.

The term «frog» for the indentation on one bed of the brick is a word that
often excites curiosity as to its origin. The most likely explanation is that
brickmakers also call the block that is placed in the mould to form the
indentation a frog. Modern brickmakers usually use plastic frogs but in the past
they were made of wood. When these are wet and have clay on them they
resemble the amphibious kind of frog and this is where they got their name.
Over time this term also came to refer to the indentation left by them.

Use

Bricks are used for building, block paving and pavement. In the USA, brick
pavement was found incapable of withstanding heavy traffic, but it is coming
back into use as a method of traffic calming or as a decorative surface in
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pedestrian precincts. For example, in the early 1900s, most of the streets in the
city of Grand Rapids, Michigan were paved with brick. Today, there are only
about 20 blocks of brick paved streets remaining (totalling less than 0.5 percent
of all the streets in the city limits).

Bricks in the metallurgy and glass industries are often used for lining
furnaces, in particular refractory bricks such as silica, magnesia, chamotte and
neutral (chromomagnesite) refractory bricks. This type of brick must have good
thermal shock resistance, refractoriness under load, high melting point, and
satisfactory porosity. There is a large refractory brick industry, especially in the
United Kingdom, Japan, the United States, Belgium and the Netherlands.

In Northwest Europe, bricks have been used in construction for centuries.
Until recently, almost all houses were built almost entirely from bricks.
Although many houses are now built using a mixture of concrete blocks and
other materials, many houses are skinned with a layer of bricks on the outside
for aesthetic appeal.

Engineering bricks are used where strength, low water porosity or acid
(flue gas) resistance are needed.

In the UK a redbrick university is one founded and built in the Victorian era,
often as a technical college. The term serves to distinguish these polytechnic
colleges from older, more classics-oriented universities.

Colombian architect Rogelio Salmona was noted for his extensive use of red
brick in his buildings and for using natural shapes like spirals, radial geometry
and curves in his designs. Most buildings in Colombia are made of brick, given
the abundance of clay in equatorial countries like this one.

TEXT 6

3aoanue 1. IlpounTaiiTe TEKCT, CTapasCh MOHITH €ro O0IIEe COIepKaHUE.
3aoanue 2. BbIlONHUTE NOJHBINA MUCBMEHHBIN NepeBo TekcTa. OObsCHUTE,
KaKHe MepeBoI4eCKue TpaHC(HOPMAIIUH Bl UCIIONB3YETE.

Management in all business and organizational activities is the act of
getting people together to accomplish desired goals and objectives using
available resources efficiently and effectively. Management comprises planning,
organizing, staffing, leading or directing, and controlling an organization
(a group of one or more people or entities) or effort for the purpose of
accomplishing a goal. Resourcing encompasses the deployment and manipula-
tion of human resources, financial resources, technological resources, and
natural resources.

Since organizations can be viewed as systems, management can also be
defined as human action, including design, to facilitate the production of useful
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outcomes from a system. This view opens the opportunity to 'manage' oneself, a
prerequisite to attempting to manage others.

History

The verb manage comes from the Italian maneggiare (to handle, especially
tools), which derives from the Latin word manus (hand). The French word
mesnagement (later ménagement) influenced the development in meaning of the
English word management in the 17th and 18th centuries.

Some definitions of management are:

e Organization and coordination of the activities of an enterprise in
accordance with certain policies and in achievement of clearly defined
objectives. Management is often included as a factor of production along with
machines, materials and money. According to Peter Drucker (1909-2005), the
basic task of a management is twofold: marketing and innovation. Nevertheless,
innovation is also linked to marketing (product innovation is a central strategic
marketing issue). Peter Drucker identifies Marketing as a key essence for
business success, but management and marketing are generally understood as
two different branches of business administration knowledge.

e Directors and managers have the power and responsibility to make
decisions to manage an enterprise when given the authority by the shareholders.
As a discipline, management comprises the interlocking functions of formula-
ting corporate policy and organizing, planning, controlling, and directing the
firm's resources to achieve the policy's objectives. The size of management can
range from one person in a small firm to hundreds or thousands of managers in
multinational companies. In large firms, the board of directors formulates the
policy that the chief executive officer implements.

Theoretical scope

At first, one views management functionally, such as measuring quantity,
adjusting plans, meeting goals. This applies even in situations where planning
does not take place. From this perspective, Henri Fayol (1841-1925) considers
management to consist of six functions: forecasting, planning, organizing,
commanding, coordinating and controlling. He was one of the most influential
contributors to modern concepts of management.

Another way of thinking, Mary Parker Follett (1868-1933), defined
management as «the art of getting things done through people». She described
management as philosophy.

Some people, however, find this definition useful but far too narrow. The
phrase «management is what managers do» occurs widely, suggesting the
difficulty of defining management, the shifting nature of definitions and the
connection of managerial practices with the existence of a managerial cadre or
class.
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One habit of thought regards management as equivalent to «business
administration» and thus excludes management in places outside commerce, as
for example in charities and in the public sector. More realistically, however,
every organization must manage its work, people, processes, technology, etc. to
maximize effectiveness. Nonetheless, many people refer to university
departments that teach management as «business schools». Some institutions
(such as the Harvard Business School) use that name while others (such as the
Yale School of Management) employ the more inclusive term «managementy.

English speakers may also use the term «management» or «the
management» as a collective word describing the managers of an organization,
for example of a corporation. Historically this use of the term was often
contrasted with the term «Labor» referring to those being managed.

Nature of managerial work

In for-profit work, management has as its primary function the satisfaction
of a range of stakeholders. This typically involves making a profit (for the
shareholders), creating valued products at a reasonable cost (for customers), and
providing rewarding employment opportunities for employees. In nonprofit
management, add the importance of keeping the faith of donors. In most models
of management and governance, shareholders vote for the board of directors,
and the board then hires senior management. Some organizations have
experimented with other methods (such as employee-voting models) of selecting
or reviewing managers, but this is rare.

In the public sector of countries constituted as representative democracies,
voters elect politicians to public office. Such politicians hire many managers and
administrators, and in some countries like the United States political appointees
lose their jobs on the election of a new president/governor/mayor.

Historical development

Difficulties arise in tracing the history of management. Some see it (by
definition) as a late modern (in the sense of late modernity) conceptualization.
On those terms it cannot have a pre-modern history, only harbingers (such as
stewards). Others, however, detect management-like-thought back to Sumerian
traders and to the builders of the pyramids of ancient Egypt. Slave-owners
through the centuries faced the problems of exploiting/motivating a dependent
but sometimes unenthusiastic or recalcitrant workforce, but many pre-industrial
enterprises, given their small scale, did not feel compelled to face the issues of
management systematically. However, innovations such as the spread of Arabic
numerals (5th to 15th centuries) and the codification of double-entry book-
keeping (1494) provided tools for management assessment, planning and
control.
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Given the scale of most commercial operations and the lack of mechanized
record-keeping and recording before the industrial revolution, it made sense for
most owners of enterprises in those times to carry out management functions by
and for themselves. But with growing size and complexity of organizations, the
split between owners (individuals, industrial dynasties or groups of
shareholders) and day-to-day managers (independent specialists in planning and
control) gradually became more common.

Early writing

While management has been present for millennia, several writers have
created a background of works that assisted in modern management theories.

Some ancient military texts have been cited for lessons that civilian
managers can gather. For example, Chinese general Sun Tzu in the 6th century
BC, The Art of War, recommends being aware of and acting on strengths and
weaknesses of both a manager's organization and a foe's.

Various ancient and medieval civilizations have produced «mirrors for
princes» books, which aim to advise new monarchs on how to govern. Examples
include the Indian Arthashastra by Chanakya (written around 300BC), and The
Prince by Italian author Niccolo Machiavelli (c. 1515).

Further information: Mirrors for princes

19th century

Classical economists such as Adam Smith (1723-1790) and John Stuart Mill
(1806—1873) provided a theoretical background to resource-allocation,
production, and pricing issues. About the same time, innovators like Eli Whitney
(1765—-1825), James Watt (1736—1819), and Matthew Boulton (1728-1809)
developed elements of technical production such as standardization, quality-
control procedures, cost-accounting, interchangeability of parts, and work-
planning. Many of these aspects of management existed in the pre-1861 slave-
based sector of the US economy. That environment saw 4 million people, as the
contemporary usages had it, «managed» in profitable quasi-mass production.

Written in 1776 by Adam Smith, a Scottish moral philosopher, The Wealth
of Nations aims for efficient organization of work through Specialization of
labor. Smith described how changes in processes could boost productivity in the
manufacture of pins. While individuals could produce 200 pins per day, Smith
analyzed the steps involved in manufacture and, with 10 specialists, enabled
production of 48, 000 pins per day.

20th century

By about 1900 one finds managers trying to place their theories on what
they regarded as a thoroughly scientific basis (see scientism for perceived
limitations of this belief). Examples include Henry R. Towne's Science of
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management in the 1890s, Frederick Winslow Taylor's The Principles of
Scientific Management (1911), Frank and Lillian Gilbreth's Applied motion
study (1917), and Henry L. Gantt's charts (1910s). J.Duncan wrote the first
college management textbook in 1911. In 1912 Yoichi Ueno introduced
Taylorism to Japan and became first management consultant of the «Japanese-
management style». His son Ichiro Ueno pioneered Japanese quality assurance.

The first comprehensive theories of management appeared around 1920. The
Harvard Business School offered the first Master of Business Administration
degree (MBA) in 1921. People like Henri Fayol (1841-1925) and Alexander
Church described the various branches of management and their inter-
relationships. In the early 20th century, people like Ordway Tead (1891-1973),
Walter Scott and J. Mooney applied the principles of psychology to
management, while other writers, such as Elton Mayo (1880-1949), Mary
Parker Follett (1868—1933), Chester Barnard (1886-1961), Max Weber (1864—
1920), Rensis Likert (1903—1981), and Chris Argyris (1923 — ) approached the
phenomenon of management from a sociological perspective.

Peter Drucker (1909-2005) wrote one of the earliest books on applied
management: Concept of the Corporation (published in 1946). It resulted from
Alfred Sloan (chairman of General Motors until 1956) commissioning a study of
the organisation. Drucker went on to write 39 books, many in the same vein.

H. Dodge, Ronald Fisher (1890-1962), and Thornton C. Fry introduced
statistical techniques into management-studies. In the 1940s, Patrick Blackett
worked in the development of the applied mathematics science of operations
research, initially for military operations. Operations research, sometimes known
as «management science» (but distinct from Taylor's scientific management),
attempts to take a scientific approach to solving decision problems, and can be
directly applied to multiple management problems, particularly in the areas of
logistics and operations.

Some of the more recent developments include the Theory of Constraints,
management by objectives, reengineering, Six Sigma and various information-
technology-driven theories such as agile software development, as well as group
management theories such as Cog's Ladder.

As the general recognition of managers as a class solidified during the 20th
century and gave perceived practitioners of the art/science of management a
certain amount of prestige, so the way opened for popularised systems of
management ideas to peddle their wares. In this context many management fads
may have had more to do with pop psychology than with scientific theories of
management.

Towards the end of the 20th century, business management came to consist
of six separate branches, namely:

e Human resource management

e Operations management or production management
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Strategic management

Marketing management

Financial management

Information technology management responsible for management
information systems

21st century

In the 21st century observers find it increasingly difficult to subdivide
management into functional categories in this way. More and more processes
simultaneously involve several categories. Instead, one tends to think in terms of
the various processes, tasks, and objects subject to management.

Branches of management theory also exist relating to nonprofits and to
government: such as public administration, public management, and educational
management. Further, management programs related to civil-society
organizations have also spawned programs in nonprofit management and social
entrepreneurship.

Note that many of the assumptions made by management have come under
attack from business ethics viewpoints, critical management studies, and anti-
corporate activism.

As one consequence, workplace democracy has become both more common,
and more advocated, in some places distributing all management functions
among the workers, each of whom takes on a portion of the work. However,
these models predate any current political issue, and may occur more naturally
than does a command hierarchy. All management embraces some degree
democratic principle — in that in the long term, the majority of workers must
support management. Otherwise, they leave to find other work or go on strike.
Despite the move toward workplace democracy, command-and-control
organization structures remain commonplace as de facto organization structure.
Indeed, the entrenched nature of command-and-control is evident in the way that
recent layoffs have been conducted with management ranks affected far less
than employees at the lower levels. In some cases, management has even
rewarded itself with bonuses after laying off lower level workers.

According to leadership academic Manfred F.R. Kets de Vries, it's almost
inevitable these days that a senior management team have some personality
disorders.

Topics

Basic functions

Management operates through various functions, often classified as
planning, organizing, staffing, leading/directing, controlling/monitoring and
motivation.
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e Planning: Deciding what needs to happen in the future (today, next week,
next month, next year, over the next five years, etc.) and generating plans for
action.

e Organizing: (Implementation) pattern of relationships among workers,
making optimum use of the resources required to enable the successful carrying
out of plans.

e Staffing: Job analysis, recruitment and hiring for appropriate jobs.

e [eading/directing: Determining what must be done in a situation and
getting people to do it.

e Controlling/monitoring: Checking progress against plans.

e Motivation: Motivation is also a kind of basic function of management,
because without motivation, employees cannot work effectively. If motivation
does not take place in an organization, then employees may not contribute to the
other functions (which are usually set by top-level management).

Basic roles

e Interpersonal: roles that involve coordination and interaction with
employees

e Informational: roles that involve handling, sharing, and analyzing
information
Decisional: roles that require decision-making
Management skills
Political: used to build a power base and establish connections
Conceptual: used to analyze complex situations.
Interpersonal: used to communicate, motivate, mentor and delegate
Diagnostic: ability to visualize most appropriate response to a situation
Technical: Expertise in one's particular functional area.

Formation of the business policy

e The mission of the business is the most obvious purpose—which may be,
for example, to make soap.

e The vision of the business reflects its aspirations and specifies its intended
direction or future destination.

e The objectives of the business refers to the ends or activity that is the goal
of a certain task.

e The business's policy 1s a guide that stipulates rules, regulations and
objectives, and may be used in the managers' decision-making. It must be
flexible and easily interpreted and understood by all employees.

e The business's strategy refers to the coordinated plan of action it takes and
resources it uses to realize its vision and long-term objectives. It is a guideline to
managers, stipulating how they ought to allocate and use the factors of
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production to the business's advantage. Initially, it could help the managers
decide on what type of business they want to form.

Implementation of policies and strategies

e All policies and strategies must be discussed with all managerial
personnel and staff.

e Managers must understand where and how they can implement their
policies and strategies.

e A plan of action must be devised for each department.

Policies and strategies must be reviewed regularly.

Contingency plans must be devised in case the environment changes.
Top-level managers should carry out regular progress assessments.
The business requires team spirit and a good environment.

e The missions, objectives, strengths and weaknesses of each department
must be analysed to determine their roles in achieving the business's mission.

e The forecasting method develops a reliable picture of the business's future
environment.

e A planning unit must be created to ensure that all plans are consistent and
that policies and strategies are aimed at achieving the same mission and
objectives.

All policies must be discussed with all managerial personnel and staff that is
required in the execution of any departmental policy.

e Organizational change is strategically achieved through the implemen-
tation of the eight-step plan of action established by John P. Kotter: Increase
urgency, get the vision right, communicate the buy-in, empower action, create
short-term wins, don't let up, and make change stick.

Policies and strategies in the planning process

e They give mid and lower-level managers a good idea of the future plans
for each department in an organization.

e A framework is created whereby plans and decisions are made.

e Mid and lower-level management may add their own plans to the
business's strategies.

Levels of management

Most organizations have three management levels: first-level, middle-level,
and top-level managers. These managers are classified in a hierarchy of
authority, and perform different tasks. In many organizations, the number of
managers in every level resembles a pyramid. Each level is explained below in
specifications of their different responsibilities and likely job titles.
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Top-level managers

Consists of board of directors, president, vice-president, CEOs, etc. They are
responsible for controlling and overseeing the entire organization. They develop
goals, strategic plans, company policies, and make decisions on the direction of
the business. In addition, top-level managers play a significant role in the
mobilization of outside resources and are accountable to the shareholders and
general public.

According to Lawrence S. Kleiman, the following skills are needed at the
top managerial level.

e Broadened understanding of how: competition, world economies, politics,
and social trends effect organizational effectiveness .

Top management's role is:

e Lay down the objectives and broad policies of the enterprise.

e [ssues necessary instructions for preparation of department budgets,
procedures, schedules, etc.
Prepares strategic plans and policies for the enterprise.
Appoint middle level executives, i.e., departmental managers.
Controls and coordinate activities of all departments.
Maintain contact with the outside world.
Provides guidance and direction.
Answer to shareholders for the performance of the enterprise.

Middle-level managers

Consist of general managers, branch managers and department managers.
They are accountable to the top management for their department's function.
They devote more time to organizational and directional functions. Their roles
can be emphasized as executing organizational plans in conformance with the
company's policies and the objectives of the top management, they define and
discuss information and policies from top management to lower management,
and most importantly they inspire and provide guidance to lower level managers
towards better performance. Their functions include:

e Design and implement effective group and inter-group work and
information systems.

e Define and monitor group-level performance indicators.

e Diagnose and resolve problems within and among work groups.

e Design and implement reward systems that support cooperative behavior.

First-level managers
Consist of supervisors, section leads, foremen, etc. They focus on
controlling and directing. They usually have the responsibility of assigning
employees tasks, guiding and supervising employees on day-to-day activities,
ensuring quality and quantity production, making recommendations,
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suggestions, and upchanneling employee problems, etc. First-level managers are
role models for employees that provide:

e Basic supervision

e Motivation

e Career planning

e Performance feedback

TEXT 7

3aoanue 1. IlpounTaiiTe TEKCT, CTapasCh MOHITH €ro O0IIEe COIepKaHUE.
3aoanue 2. BbIlONHUTE NOJHBINA NUCbMEHHBIN NepeBo TekcTa. OObsCHUTE,
KaKHe MepeBoT4eCKue TpaHC(HOPMAIIUH Bl UCIIONB3YETE.

Economics

General Characteristics

Economics studies human welfare in terms of the production, distribution,
and consumption of goods and services. While there is a considerable body of
ancient and medieval thought on economic questions, the discipline of political
economy only took shape in the early modern period. Some prominent schools
of the seventeenth and eighteenth centuries were Cameralism (Germany),
Mercantilism (Britain), and Physiocracy (France). Classical political economy,
launched by Adam Smith's Wealth of Nations (1776), dominated the discipline
for more than one hundred years. American economics drew on all of these
sources, but it did not forge its own identity until the end of the nineteenth
century, and it did not attain its current global hegemony until after World War
II. This was as much due to the sheer number of active economists as to the
brilliance of Paul Samuelson, Milton Friedman, and Kenneth Arrow, among
others. Prior to 1900, the American community of economists had largely been
perceived, both from within and from abroad, as a relative backwater. The
United States did not produce a theorist to rival the likes of Adam Smith (1723—
1790), David Ricardo (1772—-1823), or Karl Marx (1818—1883).

Several factors in American economic and intellectual history help explain
this fact. First, the presence of a large slave economy before the Civil War
resulted in a concentrated effort to weigh the arguments for and against free
labor. The landmark study in American economic history of the last century,
Robert Fogel and Stanley Engerman's Time on the Cross (1974), speaks to this
unfortunate legacy. Second, the belated onset of industrialization (in 1860, 80
percent of the population was still rural), and the founding of many land-grant
colleges with the Morrill Act of 1862 resulted in the emergence of a field of
specialization that endures to this day: agricultural or land economics. Even in
the interwar years, the Bureau of Agricultural Economics was a major center of
research in the field. Third, American federalism, by decentralizing the
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management of money and credit, had direct and arguably dire consequences for
the development of banking and capital accumulation. Persistent debates on the
merits of paper currency can be traced from the latter half of the eighteenth
century right up to 1971, when American fiat money replaced the gold standard
once and for all.

The relatively high standard of living and the massive wave of immigration
during the latter part of the nineteenth century might also have played a part in
the diminished role of socialist thinking. A liberal ideology coupled with the
absence of an aristocracy meant that socialism never became as rooted in
America as in Europe. In the few instances that it did, it tended to be of the more
innocuous variety, such as Robert Owen's (1771-1858) 1825 settlement of New
Harmony, Indiana, or Richard T. Ely's (1854-1943) Christian socialism. The
most popular reform movement in late-nineteenth-century economics was
inspired by Henry George's (1839—-1897) Progress and Poverty (1879), which
argued for a single tax on land. Economic theory tended then as now toward
liberalism if not libertarianism, with its deeply entrenched respect for individual
rights, market forces, and the diminished role of the government.

What probably most explains the form and content of American economics
is its resistance to the influence of other disciplines. Because of the sheer size of
the economics profession (there are some 22,000 registered members of the
American Economic Association, and that by no means exhausts the number), it
tends to be very inward-looking. Not since before World War II have
economists eagerly borrowed from the other sciences. Even prewar economists
were more likely to assimilate concepts and methods from physics and biology
than from sociology or psychology. Instead, «economic imperialists» such as
Gary Becker take topics that have traditionally been in other social sciences,
such as voting, crime, marriage, and the family, and model them in terms of
utility maximization.

The Colonial and Antebellum Period

In colonial America, most contributors to economics, such as Thomas
Pownall (1722-1805), governor of Massachusetts, and Samuel Gale (1747
1826) were inspired by the British economists John Locke (1632—1704), David
Hume (1711-1776), and Adam Smith. Benjamin Franklin (1706-1790)
befriended both the British and French political economists of the time. Because
of the shortage of American money, Franklin advocated the circulation of paper
money as a stimulus to trade, and he even convinced Hume and Smith of the
relative soundness of paper issue in Pennsylvania. Although Franklin wrote on
the importance of the development of manufacturing for the American economy,
he believed, as would Thomas Paine (1737-1809) and Thomas Jefferson (1743—
1826), that the true destiny for America lay with agriculture.
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The American republic called for concrete measures on money and banking,
as well as policies on trade and manufacturing. In the early years of the new
regime, Jefferson and Alexander Hamilton (1757—-1804) loomed large as forgers
of economic ideas and policy. Jefferson was a friend of Pierre Samuel du Pont
de Nemours (1739-1817), Destutt de Tracy (1754—1836), and Jean-Baptiste Say
(1767-1832), and he supervised the translation of Tracy's Treatise on Political
Economy (1817). In a series of tracts, he argued that commerce ought to remain
a handmaiden to agriculture, and he took seriously Hume's caveats about public
debt. Hamilton, by contrast, advocated the growth of commerce and manufactu-
ring. He sought means to improve the mobility of capital as a stimulus to trade,
and with his National Bank Act and Report on Manufactures (1791), he went
very much against Jefferson's policies.

In antebellum United States we find dozens of contributors to political
economy, notably Jacob Cardozo (1786—-1873), Daniel Raymond (1786—1849),
Francis Way-land (1790-1865), Henry C. Carey (1793-1879), Amasa Walker
(1799-1875), and Charles Dunbar (1830-1900). Many of these tailored their
analyses to the American context of unlimited land and scarcity of labor.
Malthusian scenarios held little sway. The two most prominent European writers
in America, both adherents to Smith, were Say, whose Treatise on Political
Economy was widely read and circulated after its first translation in 1821, and
John Ramsey McCulloch (1789-1864). Jane Marcet's (1769-1858) Conversa-
tions on Political Economy (1816) sold in the thousands, thereby disseminating
some of the more central principles of British and French political economy to
the inquiring American. The prominent German economist of the period,
Friedrich List (1789-1846), first made his name while living in the United
States; his Outlines of American Political Economy (1827) helped sustain the
enthusiasm for protective tariffs. Carey is usually viewed as the most original
American-born thinker of the period, and the first to gain an international
reputation. His three-volume Principles of Political Economy (1837) did much
to challenge Ricardo's doctrine of rent, as well as propel him into a significant
role as economic advisor to the government in Washington.

The Gilded Age (1870-1914)

Homegrown economic theorists became much more common in this period,
spurred into controversies over banking and trade and the onset of large
monopolies. The most prominent measure taken in this period, the Sherman
Antitrust Act (1890), was not received enthusiastically by the more conservative
economists such as Arthur Hadley (1856—1930) because it violated the central
principle of laissez-faire. But others, such as Ely, saw the Act as a necessary
measure.

Steps were also taken to professionalize, with the formation of the American
Economics Association (1885) and the Quarterly Journal of Economics (1887).
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Two more journals of high quality were formed in this period, the Journal of
Political Economy (1892) and the American Economic Review (1911).
Economics also made its way into the universities. Before the Civil War,
numerous colleges taught the subject under the more general rubric of moral
philosophy, or even theology. But explicit recognition first came with the
appointment of Charles Dunbar to the chair of political economy at Harvard in
1871. The prolific economist and son of Amasa, Francis A. Walker (1840-1897)
gained a chair at Yale in 1872 and then served as president of MIT in the 1880s
and 1890s. By 1900, hundreds of institutions were offering graduate degrees in
economics, though the majority of doctorates came from a small set of
universities, notably Chicago, Columbia, California, Harvard, and Johns
Hopkins. The expansion of institutions of higher learning in this period served to
reinforce the propensity to specialize within the field. While the economics
profession mostly honors its contributors to pure theory, the majority of
doctorates in American economics are and have been granted in applied fields,
notably labor, land, business, and industrial economics.

In the area of theoretical economics, the names of Simon Newcomb (1835—
1909), Irving Fisher (1867—-1947), and John Bates Clark stand out. Newcomb
was better known for his work in astronomy and coastal surveying, but his
Principles of Political Economy (1886) did much to endorse the advent of
mathematical methods. Fisher was without question the most renowned and
brilliant of his generation of economic theorists. As a doctoral student at Yale,
Fisher worked with the eminent physicist J. Willard Gibbs (1839-1903) and the
social Darwinist William Graham Sumner (1840-1910). His first book,
Mathematical Investigations in the Theory of Value and Prices (1892), was a
significant landmark in the rise of mathematical economics, and it treated the
utility calculus in terms of thermodynamics. His later efforts, The Purchasing
Power of Money (1911) and The Theory of Interest (1930) became two of the
most significant works of the twentieth century. The Fisher Equation is still
taken to be the best rendition of the quantity theory of money, noted for its
efforts to distinguish different kinds of liquidity and to measure the velocity of
money.

Clark reigned at Columbia for much of his career, and he is most noted for
his analysis of the concept of marginal productivity as an explanation of factor
prices, wages, interest, and rent. His Philosophy of Wealth (1886) and
Distribution of Wealth (1899) blended the new marginalism with sociological
and ethical concerns. Clark earned international renown for his concept of
marginal productivity and helped inspire the next generation of American
marginalists, notably Frank Taussig (1859-1940) at Harvard, Frank Fetter
(1863—1949) at Princeton, and Laurence Laughlin (1871-1933) at Chicago.

Although the contributions of Fisher and Clark were more enduring, the
school that was most distinctively American from approximately 1890 to 1940
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was the one known during the interwar years as Institutionalism. The most
prominent founders were Ely, Veblen, Mitchell, and John R. Commons (1862—
1945). Later contributors included the son of John Bates, John Maurice Clark
(1884-1963), and Clarence E. Ayres (1891-1972), but there were many more
foot soldiers marching to the cause. Inspired by evolutionary biology, the
Institutionalists took a historical, antiformalist approach to the study of
economic phenomena. Veblen's Theory of the Leisure Class (1899), the most
enduring text of this group, examines consumption patterns in terms of
biological traits, evolving in step with other institutions—political and pecuniary.
Commons focused on labor economics and helped devise many of the measures,
such as workmen's compensation, public utility regulations, and unemployment
insurance, that resulted in the social security legislation of the 1930s.

Interwar Years 1919-1939

American economics was invigorated by the war and benefited enormously
from a wave of immigration from Europe's intellegentsia. Of the three most
prominent grand theorists of the period, and arguably of the entire century,
namely John Maynard Keynes (1883—-1946), Joseph Schumpeter (1883—-1950),
and Friedrich Hayek (1899-1992), the latter two came and settled in the United
States: Schumpeter to Harvard (1932-1950), and Hayek to New York (1923-
1924) and later to Chicago (1950-1962). Both did most of their critical work
while in Europe, but were part of a larger migration of the Austrian school of
economics, notably Ludwig von Mises (1881-1973), Fritz Machlup (1902—
1983), and Karl Menger (1902—-1985). Other prominent immigrants from Europe
were Abraham Wald (1902-1950), John Harsanyi (1920-2000), Tjalling
Koopmans (1910-1985), Oskar Lange (1904—-1965), Wassily Leontief (1906—
1999), Jacob Marschak (1898—1977), John von Neumann (1903—-1957), Oskar
Morgenstern (1902—-1977), Franco Modigliani, Ronald Coase, and Kenneth
Boulding (1910-1993).

Notwithstanding the inestimable stimulation of foreign-trained economists,
the most prominent figures of this period were American born and educated,
notably Fisher, Mitchell, Frank Knight (1885-1972), Henry Ludwell Moore
(1869-1958), and Edward Chamberlain (1899-1967). Chamberlain's landmark
study, The Theory of Monopolistic Competition (1933), contributed to the
recognition of the mixed economy of mature capitalism. Fisher's The Making of
Index Numbers (1922) made important headway on the measurement of key
economic indicators. Mitchell stood out as the one who blended a still vibrant
community of Institutionalism with the more ascendant neoclassicism. He and
Moore's studies of business cycles helped foster the growth of econometrics,
resulting in the formation of the National Bureau of Economic Research (1920)
and the Cowles Commission (1932), which proved to be an important spawning
ground for econometrics and, more generally, mathematical economics. Some
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leading economists associated with the Cowles Commision are Fisher,
Koopmans, Marschak, Lange, Arrow, Geérard Debreu, James Tobin (1918—
2002), and Simon Kuznets (1901-1985).

Knight's Risk, Uncertainty and Profit (1921) remains a classic in the study
of capital theory and the role of the entrepreneur. Together with Currie, Jacob
Viner (1892-1970), and Henry Simons (1899-1946), Knight helped to push the
economics department of the University of Chicago into the top rank. With the
subsequent contributions of George Stigler (1911-1991), Hayek, and Friedman,
Chicago became the leading voice of the status quo. Among Nobel prizewinners
in economics, roughly one-half have at some point in their career been
associated with the «Chicago Schooly.

Postwar Era

Here we see the clear ascendancy of mathematical economics as the
dominant professional orientation. Economists shifted away from the literary
pursuit of laws and general principles that characterized nineteenth-century
political economy, in favor of models and econometric tests disseminated in the
periodical literature. The number of U.S. journals began to surge in the postwar
years to 300 by the year 2002, and the number of articles has grown almost
exponentially.

No one stands out more prominently in the 1950s to 1960s than Paul
Samuelson, not least because of his best selling textbook, Principles of
Economics (1948). His precocity for mathematics resulted in a series of papers,
which were immediately acclaimed for their brilliance. Published as The
Foundations of Economic Analysis (1947), Samuelson's opus contributed to
almost every branch of microeconomics. He devised a solution to the
longstanding problem of price dynamics and formulated the axiom of revealed
preference, which stands at the very core of neoclassical theory.

Other major contributors to mathematical economics, starting from the
interwar period, were Wald on decision theory, Koopmans on linear prog-
ramming, Leontief on input-output analysis, L. J. Savage (1917-1971) on
mathematical statistics, and Harold Hotelling (1895-1973) and Henry Schultz
(1893-1938) on demand theory. Arrow and Debreu, who moved to the States in
1949, devised through a series of papers in the 1950s an axiomatic rendition of
the general theory of equilibrium — the doctrine by which prices bring about
market clearance. In many respects, this put a capstone on the neoclassical
theory that had commenced in the 1870s.

Arrow also made significant contributions to welfare economics with his
Social Choice and Individual Values (1951). His book targeted the role of
strategizing in economics, an idea that was of parallel importance to game
theory.
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The landmark works in the field of game theory came out of Princeton
during and immediately after the war-namely, von Neumann and Morgenstern's
Theory of Games and Economic Behavior (1944) and two seminal papers by the
mathematician John Nash (1950, 1952). Strategic thinking also fostered the
pursuit of Operations Research at the RAND Corporation in Santa Monica
(founded in 1946). The World War II and the Cold War had much to do with the
funding of these new fields, with Thomas Schelling's Strategey of Conflict
(1960) as one of the best-known results. Related investigations are Rational
Choice Theory, associated most closely with James Buchanan, and experimental
economics, launched by Vernon Smith and Charles Plott. Herbert Simon's
(1916-2001) concept of satisficing has also linked up with the emphasis in
Game Theory on suboptimal behavior. In a nutshell, neither utility nor social
welfare are maximized because information and cooperation prove to be too
costly.

Keynes had traveled to the United States during and after World War II both
to advise the American government and to help launch the International
Monetary Fund that came out of the famous Bretton Woods gathering of 1944.
Keynes's General Theory of Employment, Interest, and Money (1936) is widely
viewed to this day as the single most influential book of the last century, and his
ideas were widely disseminated by Alvin Hansen (1887—-1975), Lauchlin Currie
(1902—-1993), Lawrence R. Klein, Tobin, Galbraith, and Samuelson.
Nevertheless, Keynesianism was superceded in the 1950s by Friedman's
monetarism and then in the 1970s by the New Classicism of John Muth, Neil
Wallace, Thomas Sargent, and Robert Lucas. McCarthyism may have also
reinforced this shift since it became expedient for survival to avoid any
controversial political issues that might stem from economic analysis. While
Keynes was not a socialist, his inclinations toward a planned economy and his
skepticism about market forces were seen as suspect.

Two other areas of specialization to which Americans made considerable
postwar contributions are consumption theory and economic development. Of
the first field, the names of Samuelson, Friedman, Modigliani, Hyman Minsky
(1919-1997), James Duesenberry, and William Vickery (1914-1996) belong in
the front rank. Of the second field, Kuznets, W. Arthur Lewis (the first major
African American economist, originally from St. Lucia), Theodore W. Shultz
(1902-1998), Robert Solow, and Albert O. Hirschman are noteworthy. Almost
all of these men garnered the Alfred Nobel Memorial Prize in Economic
Science, which commenced in 1969.

Until the latter part of the twentieth century, women had been grossly under-
represented in American economics, but from those decades forward they have
included roughly 25 percent of the profession. More women entered the
profession in the interwar years, so that by 1920, 19 percent of Ph.D.'s went to
women, though this figure dropped dramatically after World War II. Three who
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made important insights in consumption theory during the 1940s were Dorothy
Brady (1903-1977), Margaret Reid (1895-1991), and Rose Friedman. Both
Rose Friedman and Anna J. Schwartz have coauthored major works with the
more famous Milton Friedman, making them the most widely read of
contemporary American women economists. Many of the economists listed in
this article advised the government — particularly on money, banking, and trade.
Significant guidance from economists was widely acknowledged during the
Great Depression with Franklin Roosevelt's New Deal. But it was in the postwar
period that economists were extensively instituted into the government rather
than brought in on an ad hoc basis. The Council of Economic Advisors,
established in 1946, oversaw the fiscal reforms of the Kennedy era and took
credit for the subsequent economic growth. The American government is replete
with committees forging economic policy on virtually every applied field in the
discipline. The chairman of the Federal Reserve Board, founded in 1914, is often
taken from academic ranks and now stands out as the most powerful player in
the American economy. Keynes once remarked of economists that «the world is
ruled by little else». For better or for worse, the power that economists now hold
in the American government epitomizes the triumph of the economics
profession and the widespread view that the economy — and hence human well-
being — is within our control.

Economics is the social science that analyzes the production, distribution,
and consumption of goods and services. The term economics comes from the
Ancient Greek (oikonomia, «management of a household, administration») from
(oikos, «house») + vouog (nomos, «custom» or «lawy), hence «rules of the
house(hold)». Political economy was the earlier name for the subject, but
economists in the late 19th century suggested «economics» as a shorter term for
«economic science» that also avoided a narrow political-interest connotation
and as similar in form to «mathematics», «ethics», and so forth.

A focus of the subject is how economic agents behave or interact and how
economies work. Consistent with this, a primary textbook distinction is between
microeconomics and macroeconomics. Microeconomics examines the behavior
of basic elements in the economy, including individual agents (such as
households and firms or as buyers and sellers) and markets, and their
interactions. Macroeconomics analyzes the entire economy and issues affecting
it, including unemployment, inflation, economic growth, and monetary and
fiscal policy.

Other broad distinctions include those between positive economics
(describing «what is») and normative economics (advocating «what ought to
be»); between economic theory and applied economics; between rationaland
behavioral economics; and between mainstream economics (more «orthodox»
and dealing with the «rationality-individualism-equilibrium nexus») and
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heterodox economics (more «radical» and dealing with the «institutions-history-
social structure nexusy).

Economic analysis may be applied throughout society, as in business,
finance, health care, and government, but also fo such diverse subjects as crime,
education, the family, law, politics, religion, social institutions, war, and science.
At the turn of the 21st century, the expanding domain of economics in the social
sciences has been described as economic imperialism. An increasing number of
economists have called for increased emphasis on environmental sustainability;
this area of research is known as Ecological economics.

Economic Development refers to not only increase in the output and growth
of an economy but includes the various changes in the institutional arrangements
through which output is generated. Economic Development refers to the
achievement of a new equilibrium over the previously attained equilibrium. It is
a micro economic concept with direct relation to Economic Growth as Growth
can be achieved with or without development but Economic Development
always results in growth.

Markets

Microeconomics is the study of economics analysing individual players of a
market and the structure of such markets. It deals with, as its irreducible base
unit, private, public and domestic players. Microeconomics studies how these
players interact with each other through individual markets (assuming that there
is a scarcity of tradable units and government regulation. A market might deal
with a product (such as apples, aluminium and mobile phones), or with services
of a factor of production, (brick laying, book printing, food packaging).
Microeconomics theory considers the aggregates (the sum of) of quantity
demanded by buyers and quantity supplied by sellers, studying each possible
price per unit (i.e. supply and demand). It studies the complex interaction
between market players both through buying and selling. Theory holds that
markets may reach equilibrium between «quantity demanded» and «quantity
supplied» (supply and demand) over time.

Microeconomics also examines various market structures. Perfect
competition describes a market structure such that no participants are large
enough to have the market power to set the price of a homogeneous product.
Another way of putting this is to say a perfectly competitive market exists when
every participant is a «price taker», and no participant influences the price of the
product it buys or sells. Imperfect competition refers to market structures where
the conditions of perfect competition do not exist. Forms of imperfect
competition include: monopoly (in which there is only one seller of a good),
duopoly (in which there are only two sellers of a good), oligopoly (in which
there are few sellers of a good), monopolistic competition (in which there are
many sellers producing highly differentiated goods), monopsony (in which there
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is only one buyer of a good), and oligopsony (in which there are few buyers of a
good). Unlike perfect competition, imperfect competition invariably means
market power is unequally distributed. Firms under imperfect competition have
the potential to be «price makers», which means that, by holding a
disproportionately high share of market power, they can influence the prices of
their products.

Microeconomics studies individual markets by simplifying the economic
system by assuming that activity in the market being analysed does not affect
other markets. This method of analysis is known as partial-equilibrium analysis
(supply and demand). This method aggregates (the sum of all activity) in only
one market. General-equilibrium theory studies various markets and their
behaviour. It aggregates (the sum of all activity) across al// markets. This method
studies both changes in markets and their interactions leading towards
equilibrium.

Production, cost, and efficiency

In microeconomics, production is the conversion of inputs into outputs. It is
an economic process that uses inputs to create a commodity for exchange or
direct use. Production is a flow and thus a rate of output per period of time.
Distinctions include such production alternatives as for consumption (food,
haircuts, etc.) vs. investment goods (new tractors, buildings, roads, etc.), public
goods (national defense, small-pox vaccinations, etc.) or private goods (new
computers, bananas, etc.), and «gunsy» vs. «butter».

Opportunity cost refers to the economic cost of production: the value of the
next best opportunity foregone. Choices must be made between desirable yet
mutually exclusive actions. It has been described as expressing «the basic
relationship between scarcity and choice». The opportunity cost of an activity is
an element in ensuring that scarce resources are used efficiently, such that the
cost 1s weighed against the value of that activity in deciding on more or less of
it. Opportunity costs are not restricted to monetary or financial costs but could
be measured by the real cost of output forgone, leisure, or anything else that
provides the alternative benefit (utility).

Inputs used in the production process include such primary factors of
production as labour services, capital (durable produced goods used in
production, such as an existing factory), and land (including natural resources).
Other inputs may include intermediate goods used in production of final goods,
such as the steel in a new car.

Economic efficiency describes how well a system generates desired output
with a given set of inputs and available technology. Efficiency is improved if
more output is generated without changing inputs, or in other words, the amount
of «waste» is reduced. A widely-accepted general standard is Pareto efficiency,
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which is reached when no further change can make someone better off without
making someone else worse off.

The production-possibility frontier (PPF) is an expository figure for
representing scarcity, cost, and efficiency. In the simplest case an economy can
produce just two goods (say «guns» and «butter»). The PPF is a table or graph
(as at the right) showing the different quantity combinations of the two goods
producible with a given technology and total factor inputs, which limit feasible
total output. Each point on the curve shows potential total output for the
economy, which is the maximum feasible output of one good, given a feasible
output quantity of the other good.

Scarcity is represented in the figure by people being willing but unable in
the aggregate to consume beyond the PPF (such as at X) and by the negative
slope of the curve. If production of one good increases along the curve,
production of the other good decreases, an inverse relationship. This is because
increasing output of one good requires transferring inputs to it from production
of the other good, decreasing the latter. The slope of the curve at a point on it
gives the trade-off between the two goods. It measures what an additional unit of
one good costs in units forgone of the other good, an example of a real
opportunity cost. Thus, if one more Gun costs 100 units of butter, the
opportunity cost of one Gun is 100 Butter. Along the PPF, scarcity implies that
choosing more of one good in the aggregate entails doing with less of the other
good. Still, in a market economy, movement along the curve may indicate that
the choice of the increased output is anticipated to be worth the cost to the
agents.

By construction, each point on the curve shows productive efficiency in
maximizing output for given total inputs. A point inside the curve (as at A), is
feasible but represents production inefficiency (wasteful use of inputs), in that
output of one or both goods could increase by moving in a northeast direction to
a point on the curve. Examples cited of such inefficiency include high
unemployment during a business-cycle recession or economic organization of a
country that discourages full use of resources. Being on the curve might still not
fully satisfy allocative efficiency (also called Pareto efficiency) if it does not
produce a mix of goods that consumers prefer over other points.

Much applied economics in public policy is concerned with determining
how the efficiency of an economy can be improved. Recognizing the reality of
scarcity and then figuring out how to organize society for the most efficient use
of resources has been described as the «essence of economics», where the
subject «makes its unique contributiony.

Specialization
Specialization is considered key to economic efficiency based on theoretical
and empirical considerations. Different individuals or nations may have different
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real opportunity costs of production, say from differences in stocks of human
capital per worker or capital/labour ratios. According to theory, this may give a
comparative advantage in production of goods that make more intensive use of
the relatively more abundant, thus relatively cheaper, input. Even if one region
has an absolute advantage as to the ratio of its outputs to inputs in every type of
output, it may still specialize in the output in which it has a comparative
advantage and thereby gain from trading with a region that lacks any absolute
advantage but has a comparative advantage in producing something else.

It has been observed that a high volume of trade occurs among regions even
with access to a similar technology and mix of factor inputs, including high-
income countries. This has led to investigation of economies of scale and
agglomeration to explain specialization in similar but differentiated product
lines, to the overall benefit of respective trading parties or regions.

The general theory of specialization applies to trade among individuals,
farms, manufacturers, service providers, and economies. Among each of these
production systems, there may be a corresponding division of labour with
different work groups specializing, or correspondingly different types of capital
equipment and differentiated land uses.

An example that combines features above is a country that specializes in the
production of high-tech knowledge products, as developed countries do, and
trades with developing nations for goods produced in factories where labour is
relatively cheap and plentiful, resulting in different in opportunity costs of
production. More total output and utility thereby results from specializing in
production and trading than if each country produced its own high-tech and low-
tech products.

Theory and observation set out the conditions such that market prices of
outputs and productive inputs select an allocation of factor inputs by
comparative advantage, so that (relatively) low-cost inputs go to producing low-
cost outputs. In the process, aggregate output may increase as a by-product or by
design. Such specialization of production creates opportunities for gains from
trade whereby resource owners benefit from trade in the sale of one type of
output for other, more highly valued goods. A measure of gains from trade is the
increased income levels that trade may facilitate.

Supply and demand

Prices and quantities have been described as the most directly observable
attributes of goods produced and exchanged in a market economy. The theory of
supply and demand is an organizing principle for explaining how prices
coordinate the amounts produced and consumed. In microeconomics, it applies
to price and output determination for a market with perfect competition, which
includes the condition of no buyers or sellers large enough to have price-setting
power.
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For a given market of a commodity, demand is the relation of the quantity
that all buyers would be prepared to purchase at each unit price of the good.
Demand is often represented by a table or a graph showing price and quantity
demanded (as in the figure). Demand theory describes individual consumers as
rationally choosing the most preferred quantity of each good, given income,
prices, tastes, etc. A term for this is «constrained utility maximization» (with
income and wealth as the constraints on demand). Here, utility refers to the
hypothesized relation of each individual consumer for ranking different
commodity bundles as more or less preferred.

The law of demand states that, in general, price and quantity demanded in a
given market are inversely related. That is, the higher the price of a product, the
less of it people would be prepared to buy of it (other things unchanged). As the
price of a commodity falls, consumers move toward it from relatively more
expensive goods (the substitution effect). In addition, purchasing power from the
price decline increases ability to buy (the income effect). Other factors can
change demand; for example an increase in income will shift the demand curve
for a normal good outward relative to the origin, as in the figure. All
determinants are predominantly taken as constant factors of demand and supply.

Supply is the relation between the price of a good and the quantity available
for sale at that price. It may be represented as a table or graph relating price and
quantity supplied. Producers, for example business firms, are hypothesized to be
profit-maximizers, meaning that they attempt to produce and supply the amount
of goods that will bring them the highest profit. Supply is typically represented
as a directly-proportional relation between price and quantity supplied (other
things unchanged). That is, the higher the price at which the good can be sold,
the more of it producers will supply, as in the figure. The higher price makes it
profitable to increase production. Just as on the demand side, the position of the
supply can shift, say from a change in the price of a productive input or a
technical improvement. The «Law of Supply» states that, in general, a rise in
price leads to an expansion in supply and a fall in price leads to a contraction in
supply. Here as well, the determinants of supply, such as price of substitutes,
cost of production, technology applied and various factors inputs of production
are all taken to be constant for a specific time period of evaluation of supply.

Market equilibrium occurs where quantity supplied equals quantity
demanded, the intersection of the supply and demand curves in the figure above.
At a price below equilibrium, there is a shortage of quantity supplied compared
to quantity demanded. This is posited to bid the price up. At a price above
equilibrium, there is a surplus of quantity supplied compared to quantity
demanded. This pushes the price down. The model of supply and demand
predicts that for given supply and demand curves, price and quantity will
stabilize at the price that makes quantity supplied equal to quantity demanded.
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Similarly, demand-and-supply theory predicts a new price-quantity combination
from a shift in demand (as to the figure), or in supply.

For a given quantity of a consumer good, the point on the demand curve
indicates the value, or marginal utility, to consumers for that unit. It measures
what the consumer would be prepared to pay for that unit. The corresponding
point on the supply curve measures marginal cost, the increase in total cost to
the supplier for the corresponding unit of the good. The price in equilibrium is
determined by supply and demand. In a perfectly competitive market, supply
and demand equate marginal cost and marginal utility at equilibrium.

On the supply side of the market, some factors of production are described
as (relatively) variable in the short run, which affects the cost of changing
output levels. Their usage rates can be changed easily, such as electrical power,
raw-material inputs, and over-time and temp work. Other inputs are relatively
fixed, such as plant and equipment and key personnel. In the long run, all inputs
may be adjusted by management. These distinctions translate to differences in
the elasticity (responsiveness) of the supply curve in the short and long runs and
corresponding differences in the price-quantity change from a shift on the
supply or demand side of the market.

Marginalist theory, such as above, describes the consumers as attempting to
reach most-preferred positions, subject to income and wealth constraints while
producers attempt to maximize profits subject to their own constraints, including
demand for goods produced, technology, and the price of inputs. For the
consumer, that point comes where marginal utility of a good, net of price,
reaches zero, leaving no net gain from further consumption increases.
Analogously, the producer compares marginal revenue (identical to price for the
perfect competitor) against the marginal cost of a good, with marginal profit the
difference. At the point where marginal profit reaches zero, further increases in
production of the good stop. For movement to market equilibrium and for
changes in equilibrium, price and quantity also change «at the margin»: more-
or-less of something, rather than necessarily all-or-nothing.

Other applications of demand and supply include the distribution of income
among the factors of production, including labour and capital, through factor
markets. In a competitive labour market for example the quantity of labour
employed and the price of labour (the wage rate) depends on the demand for
labour (from employers for production) and supply of labour (from potential
workers). Labour economics examines the interaction of workers and employers
through such markets to explain patterns and changes of wages and other labour
income, labour mobility, and (un)employment, productivity through human
capital, and related public-policy issues.

Demand-and-supply analysis is used to explain the behavior of perfectly
competitive markets, but as a standard of comparison it can be extended to any
type of market. It can also be generalized to explain variables across the
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economy, for example, total output (estimated as real GDP) and the general
price level, as studied in macroeconomics. Tracing the qualitative and
quantitative effects of variables that change supply and demand, whether in the
short or long run, is a standard exercise in applied economics. Economic theory
may also specify conditions such that supply and demand through the market is
an efficient mechanism for allocating resources.

Firms

People frequently do not trade directly on markets. Instead, on the supply
side, they may work in and produce through firms. The most obvious kinds of
firms are corporations, partnerships and trusts. According to Ronald
Coasepeople begin to organise their production in firms when the costs of doing
business becomes lower than doing it on the market. Firms combine labour and
capital, and can achieve far greater economies of scale (when the average cost
per unit declines as more units are produced) than individual market trading.

In perfectly-competitive markets studied in the theory of supply and
demand, there are many producers, none of which significantly influence price.
Industrial organization generalizes from that special case to study the strategic
behavior of firms that do have significant control of price. It considers the
structure of such markets and their interactions. Common market structures
studied besides perfect competition include monopolistic competition, various
forms of oligopoly, and monopoly.

Managerial economics applies microeconomic analysis to specific decisions
in business firms or other management units. It draws heavily from quantitative
methods such as operations research and programming and from statistical
methods such as regression analysis in the absence of certainty and perfect
knowledge. A unifying theme is the attempt to optimize business decisions,
including unit-cost minimization and profit maximization, given the firm's
objectives and constraints imposed by technology and market conditions.

Uncertainty and game theory

Uncertainty in economics is an unknown prospect of gain or loss, whether
quantifiable as risk or not. Without it, household behavior would be unaffected
by uncertain employment and income prospects, financial and capital markets
would reduce to exchange of a single instrument in each market period, and
there would be no communications industry. Given its different forms, there are
various ways of representing uncertainty and modelling economic agents'
responses to it.

Game theory is a branch of applied mathematics that considers strategic
interactions between agents, one kind of uncertainty. It provides a mathematical
foundation of industrial organization, discussed above, to model different types
of firm behavior, for example in an oligopolistic industry (few sellers), but
equally applicable to wage negotiations, bargaining, contract design, and any
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situation where individual agents are few enough to have perceptible effects on
each other. As a method heavily used in behavioral economics, it postulates that
agents choose strategies to maximize their payoffs, given the strategies of other
agents with at least partially conflicting interests. In this, it generalizes
maximization approaches developed to analyze market actors such as in the
supply and demand model and allows for incomplete information of actors. The
field dates from the 1944 classic Theory of Games and Economic Behavior by
John von Neumann and Oskar Morgenstern. It has significant applications
seemingly outside of economics in such diverse subjects as formulation of
nuclear strategies, ethics, political science, and evolutionary biology.

Risk aversion may stimulate activity that in well-functioning markets
smooths out risk and communicates information about risk, as in markets for
insurance, commodity futures contracts, and financial instruments. Financial
economics or simply finance describes the allocation of financial resources. It
also analyzes the pricing of financial instruments, the financial structure of
companies, the efficiency and fragility of financial markets, financial crises, and
related government policy or regulation.

Some market organizations may give rise to inefficiencies associated with
uncertainty. Based on George Akerlof's «Market for Lemons» article, the
paradigm example is of a dodgy second-hand car market. Customers without
knowledge of whether a car is a «lemon» depress its price below what a quality
second-hand car would be. Information asymmetry arises here, if the seller has
more relevant information than the buyer but no incentive to disclose it. Related
problems in insurance are adverse selection, such that those at most risk are
most likely to insure (say reckless drivers), and moral hazard, such that
insurance results in riskier behavior (say more reckless driving). Both problems
may raise insurance costs and reduce efficiency in driving otherwise willing
transactors from the market («incomplete markets»). Moreover, attempting to
reduce one problem, say adverse selection by mandating insurance, may add to
another, say moral hazard. Information economics, which studies such problems,
has relevance in subjects such as insurance, contract law, mechanism design,
monetary economics, and health care. Applied subjects include market and legal
remedies to spread or reduce risk, such as warranties, government-mandated
partial insurance, restructuring or bankruptcy law, inspection, and regulation for
quality and information disclosure.

Market failure

The term «market failure» encompasses several problems which may
undermine standard economic assumptions. Although economists categorise
market failures differently, the following categories emerge in the main texts.
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Information asymmetries and incomplete markets may result in economic
inefficiency but also a possibility of improving efficiency through market, legal,
and regulatory remedies, as discussed above.

Natural monopoly, or the overlapping concepts of «practical» and
«technical» monopoly, is an extreme case of failure of competition as a restraint
on producers. The problem is described as one where the more of a product is
made, the lower the unit costs are. This means it only makes economic sense to
have one producer.

Public goods are goods which are undersupplied in a typical market. The
defining features are that people can consume public goods without having to
pay for them and that more than one person can consume the good at the same
time.

Externalities occur where there are significant social costs or benefits from
production or consumption that are not reflected in market prices. For example,
air pollution may generate a negative externality, and education may generate a
positive externality (less crime, etc.). Governments often tax and otherwise
restrict the sale of goods that have negative externalities and subsidize or
otherwise promote the purchase of goods that have positive externalities in an
effort to correct the price distortions caused by these externalities. Elementary
demand-and-supply theory predicts equilibrium but not the speed of adjustment
for changes of equilibrium due to a shift in demand or supply.

In many areas, some form of price stickiness is postulated to account for
quantities, rather than prices, adjusting in the short run to changes on the
demand side or the supply side. This includes standard analysis of the business
cycle in macroeconomics. Analysis often revolves around causes of such price
stickiness and their implications for reaching a hypothesized long-run
equilibrium. Examples of such price stickiness in particular markets include
wage rates in labour markets and posted prices in markets deviating from perfect
competition.

Macroeconomic instability, addressed below, is a prime source of market
failure, where by a general loss of business confidence or external shock can
grind production and distribution to a halt, undermining ordinary markets that
are otherwise sound.

Some specialised fields of economics deal in market failure more than
others. The economics of the public sector is one example, since where markets
fail, some kind of regulatory or government programme is the remedy. Much
environmental economics concerns externalities or «public badsy.

Policy options include regulations that reflect cost-benefit analysis or market
solutions that change incentives, such as emission fees or redefinition of
property rights.
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Public sector

Public finance is the field of economics that deals with budgeting the
revenues and expenditures of a public sector entity, usually government. The
subject addresses such matters as tax incidence (who really pays a particular
tax), cost-benefit analysis of government programs, effects on economic
efficiency and income distribution of different kinds of spending and taxes, and
fiscal politics. The latter, an aspect of public choice theory, models public-sector
behavior analogously to microeconomics, involving interactions of self-
interested voters, politicians, and bureaucrats.

Much of economics is positive, seeking to describe and predict economic
phenomena. Normative economics seeks to identify what economies ought to be
like.

Welfare economics is a normative branch of economics that uses
microeconomic techniques to simultaneously determine the allocative efficiency
within an economy and the income distribution associated with it. It attempts to
measure social welfare by examining the economic activities of the individuals
that comprise society.

Macroeconomics

Macroeconomics examines the economy as a whole to explain broad
aggregates and their interactions «top downy, that is, using a simplified form of
general-equilibrium theory. Such aggregates include national income and output,
the unemployment rate, and price inflation and subaggregates like total
consumption and investment spending and their components. It also studies
effects of monetary policy and fiscal policy.

Since at least the 1960s, macroeconomics has been characterized by further
integration as to micro-based modeling of sectors, including rationality of
players, efficient use of market information, and imperfect competition. This has
addressed a long-standing concern about inconsistent developments of the same
subject.

Macroeconomic analysis also considers factors affecting the long-term level
and growth of national income. Such factors include capital accumulation,
technological change and labour force growth.

Growth

Growth economics studies factors that explain economic growth — the
increase in output per capita of a country over a long period of time. The same
factors are used to explain differences in the /evel of output per capita between
countries, in particular why some countries grow faster than others, and whether
countries converge at the same rates of growth.

Much-studied factors include the rate of investment, population growth, and
technological change. These are represented in theoretical and empirical forms
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(as in the neoclassical and endogenous growth models) and in growth
accounting.

Business cycle

The economics of a depression were the spur for the creation of
«macroeconomics» as a separate discipline field of study. During the Great
Depression of the 1930s, John Maynard Keynes authored a book entitled 7The
General Theory of Employment, Interest and Money outlining the key theories
of Keynesian economics. Keynes contended that aggregate demand for goods
might be insufficient during economic downturns, leading to unnecessarily high
unemployment and losses of potential output.

He therefore advocated active policy responses by the public sector,
including monetary policy actions by the central bank and fiscal policy actions
by the government to stabilize output over the business cycle. Thus, a central
conclusion of Keynesian economics is that, in some situations, no strong
automatic mechanism moves output and employment towards full employment
levels. John Hicks' IS/LM model has been the most influential interpretation of
The General Theory.

Over the years, understanding of the business cycle has branched into
various research programs, mostly related to or distinct from Keynesianism. The
neoclassical synthesis refers to the reconciliation of Keynesian economics with
neoclassical economics, stating that Keynesianism is correct in the short run but
qualified by neoclassical-like considerations in the intermediate and long run.

New classical macroeconomics, as distinct from the Keynesian view of the
business cycle, posits market clearing with imperfect information. It includes
Friedman's permanent income hypothesis on consumption and «rational
expectations» theory, lead by Robert Lucas, and real business cycle theory.

In contrast, the new Keynesian approach retains the rational expectations
assumption, however it assumes a variety of market failures. In particular, New
Keynesians assume prices and wages are «sticky», which means they do not
adjust instantaneously to changes in economic conditions.

Thus, the new classicals assume that prices and wages adjust automatically
to attain full employment, whereas the new Keynesians see full employment as
being automatically achieved only in the long run, and hence government and
central-bank policies are needed because the «long run» may be very long.

Unemployment

The amount of unemployment in an economy is measured by the
unemployment rate, the percentage of workers without jobs in the labour force.
The labour force only includes workers actively looking for jobs. People who
are retired, pursuing education, or discouraged from seeking work by a lack of
job prospects are excluded from the labor force. Unemployment can be generally
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broken down into several types that are related to different causes. Classical
unemployment occurs when wages are too high for employers to be willing to
hire more workers. Wages may be too high because of minimum wage laws or
union activity. Consistent with classical unemployment, frictional
unemployment occurs when appropriate job vacancies exist for a worker, but the
length of time needed to search for and find the job leads to a period of
unemployment. Structural unemployment covers a variety of possible causes of
unemployment including a mismatch between workers' skills and the skills
required for open jobs. Large amounts of structural unemployment can occur
when an economy is transitioning industries and workers find their previous set
of skills are no longer in demand. Structural unemployment is similar to
frictional unemployment since both reflect the problem of matching workers
with job vacancies, but structural unemployment covers the time needed to
acquire new skills not just the short term search process. While some types of
unemployment may occur regardless of the condition of the economy, cyclical
unemployment occurs when growth stagnates. Okun's law represents the
empirical relationship between unemployment and economic growth. The
original version of Okun's law states that a 3 % increase in output would lead to
a 1 % decrease in unemployment.

Inflation and monetary policy

Money is a means of final payment for goods in most price system
economies and the unit of account in which prices are typically stated. A very
apt statement by Professor Walker, a well-known economist is that, «Money is
what money does». Money has a general acceptability, a relative consistency in
value, divisibility, durability, portability, elastic in supply and survives with
mass public confidence. It includes currency held by the nonbank public and
checkable deposits. It has been described as a social convention, like language,
useful to one largely because it is useful to others.

As a medium of exchange, money facilitates trade. It is essentially a measure
of value and more importantly, a store of value being a basis for credit creation.
Its economic function can be contrasted with barter (non-monetary exchange).
Given a diverse array of produced goods and specialized producers, barter may
entail a hard-to-locate double coincidence of wants as to what is exchanged, say
apples and a book. Money can reduce the transaction cost of exchange because
of its ready acceptability. Then it is less costly for the seller to accept money in
exchange, rather than what the buyer produces.

At the level of an economy, theory and evidence are consistent with a
positive relationship running from the total money supply to the nominal value
of total output and to the general price level. For this reason, management of the
money supply is a key aspect of monetary policy.
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Fiscal policy

Governments implement fiscal policy by adjusting spending and taxation
policies to alter aggregate demand. When aggregate demand falls below the
potential output of the economy, there is an output gap where some productive
capacity is left unemployed. Governments increase spending and cut taxes to
boost aggregate demand. Resources that have been idled can be used by the
government. For example, unemployed home builders can be hired to expand
highways. Tax cuts allow consumers to increase their spending, which boosts
aggregate demand. Both tax cuts and spending have multiplier effects where the
initial increase in demand from the policy percolates through the economy and
generates additional economic activity.

The effects of fiscal policy can be limited by crowding out. When there is no
output gap, the economy is producing at full capacity and there are no excess
productive resources. If the government increases spending in this situation, the
government use resources that otherwise would have been used by the private
sector, so there is no increase in overall output. Some economists think that
crowding out is always an issue while others do not think it is a major issue
when output is depressed. Skeptics of fiscal policy also make the argument of
Ricardian equivalence. They argue that an increase in debt will have to be paid
for with future tax increases, which will cause people to reduce their
consumption and save money to pay for the future tax increase. Under Ricardian
equivalence, any boost in demand from fiscal policy will be offset by the
increased savings rate intended to pay for future higher taxes.

International economics

International trade studies determinants of goods-and-services flows across
international boundaries. It also concerns the size and distribution of gains from
trade. Policy applications include estimating the effects of changing tariff rates
and trade quotas. International finance is a macroeconomic field which examines
the flow of capital across international borders, and the effects of these
movements on exchange rates. Increased trade in goods, services and capital
between countries is a major effect of contemporary globalization.

The distinct field of development economics examines economic aspects of
the development process in relatively low-income countries focusing on
structural change, poverty, and economic growth. Approaches in development
economics frequently incorporate social and political factors.

Economic systems is the branch of economics that studies the methods and
institutions by which societies determine the ownership, direction, and
allocation of economic resources. An economic system of a society is the unit of
analysis.

Among contemporary systems at different ends of the organizational
spectrum are socialist systems and capitalist systems, in which most production
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occurs in respectively state-run and private enterprises. In between are mixed
economies. A common element is the interaction of economic and political
influences, broadly described as political economy. Comparative economic
systems studies the relative performance and behavior of different economies or
systems.

Practice

Contemporary economics uses mathematics. Economists draw on the tools
of calculus, linear algebra, statistics, game theory, and computer science.
Professional economists are expected to be familiar with these tools, while a
minority specialize in econometrics and mathematical methods.

Theory

Mainstream economic theory relies upon a priori quantitative economic
models, which employ a variety of concepts. Theory typically proceeds with an
assumption of ceteris paribus, which means holding constant explanatory
variables other than the one under consideration. When creating theories, the
objective 1s to find ones which are at least as simple in information
requirements, more precise in predictions, and more fruitful in generating
additional research than prior theories.

In microeconomics, principal concepts include supply and demand,
marginalism, rational choice theory, opportunity cost, budget constraints, utility,
and the theory of the firm. Early macroeconomic models focused on modeling
the relationships between aggregate variables, but as the relationships appeared
to change over time macroeconomists, including new Keynesians, reformulated
their models in microfoundations.

The aforementioned microeconomic concepts play a major part in
macroeconomic models — for instance, in monetary theory, the quantity theory
of money predicts that increases in the money supply increase inflation, and
inflation is assumed to be influenced by rational expectations. In development
economics, slower growth in developed nations has been sometimes predicted
because of the declining marginal returns of investment and capital, and this has
been observed in the Four Asian Tigers. Sometimes an economic hypothesis is
only qualitative, not quantitative.

Expositions of economic reasoning often use two-dimensional graphs to
illustrate theoretical relationships. At a higher level of generality, Paul
Samuelson's treatise Foundations of FEconomic Analysis (1947) used
mathematical methods to represent the theory, particularly as to maximizing
behavioral relations of agents reaching equilibrium. The book focused on
examining the class of statements called operationally meaningful theorems in
economics, which are theorems that can conceivably be refuted by empirical
data.
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Empirical investigation

Economic theories are frequently tested empirically, largely through the use
of econometrics using economic data. The controlled experiments common to
the physical sciences are difficult and uncommon in economics, and instead
broad data is observationally studied; this type of testing is typically regarded as
less rigorous than controlled experimentation, and the conclusions typically
more tentative. However, the field of experimental economics is growing, and
increasing use is being made of natural experiments.

Statistical methods such as regression analysis are common. Practitioners
use such methods to estimate the size, economic significance, and statistical
significance («signal strength») of the hypothesized relation(s) and to adjust for
noise from other variables. By such means, a hypothesis may gain acceptance,
although in a probabilistic, rather than certain, sense. Acceptance is dependent
upon the falsifiable hypothesis surviving tests. Use of commonly accepted
methods need not produce a final conclusion or even a consensus on a particular
question, given different tests, data sets, and prior beliefs.

Criticism based on professional standards and non-replicability of results
serve as further checks against bias, errors, and over-generalization, although
much economic research has been accused of being non-replicable, and
prestigious journals have been accused of not facilitating replication through the
provision of the code and data. Like theories, uses of test statistics are
themselves open to critical analysis, although critical commentary on papers in
economics in prestigious journals such as the American Economic Review has
declined precipitously in the past 40 years. This has been attributed to journals'
incentives to maximize citations in order to rank higher on the Social Science
Citation Index (SSCI).

In applied economics, input-output models employing linear programming
methods are quite common. Large amounts of data are run through computer
programs to analyze the impact of certain policies; IMPLAN is one well-known
example.

Experimental economics has promoted the use of scientifically controlled
experiments. This has reduced long-noted distinction of economics from natural
sciences allowed direct tests of what were previously taken as axioms. In some
cases these have found that the axioms are not entirely correct; for example, the
ultimatum game has revealed that people reject unequal offers.

In behavioral economics, psychologist Daniel Kahneman won the Nobel
Prize in economics in 2002 for his and Amos Tversky's empirical discovery of
several cognitive biases and heuristics. Similar empirical testing occurs
inneuroeconomics. Another example is the assumption of narrowly selfish
preferences versus a model that tests for selfish, altruistic, and cooperative
preferences. These techniques have led some to argue that economics is a
«genuine science.

126



Profession

The professionalization of economics, reflected in the growth of graduate
programs on the subject, has been described as «the main change in economics
since around 1900». Most major universities and many colleges have a major,
school, or department in which academic degrees are awarded in the subject,
whether in the liberal arts, business, or for professional study; see Master of
Economics.

The Nobel Memorial Prize in Economic Sciences (commonly known as the
Nobel Prize in Economics) is a prize awarded to economists each year for
outstanding intellectual contributions in the field. In the private sector,
professional economists are employed as consultants and in industry, including
banking and finance. Economists also work for various government departments
and agencies, for example, the national Treasury, Central Bank or Bureau of
Statistics.

Related subjects

Economics is one social science among several and has fields bordering on
other areas, including economic geography, economic history, public choice,
energy economics, cultural economics, family economics and institutional
€conomics.

Law and economics, or economic analysis of law, is an approach to legal
theory that applies methods of economics to law. It includes the use of economic
concepts to explain the effects of legal rules, to assess which legal rules are
economically efficient, and to predict what the legal rules will be. A seminal
article by Ronald Coase published in 1961 suggested that well-defined property
rights could overcome the problems of externalities.

Political economy 1is the interdisciplinary study that combines economics,
law, and political science in explaining how political institutions, the political
environment, and the economic system (capitalist, socialist, mixed) influence
each other. It studies questions such as how monopoly, rent-seeking behavior,
and externalities should impact government policy. Historians have employed
political economy to explore the ways in the past that persons and groups with
common economic interests have used politics to effect changes beneficial to
their interests.

Energy economics is a broad scientific subject area which includes topics
related to energy supply and energy demand. Georgescu-Roegen reintroduced
the concept of entropy in relation to economics and energy from
thermodynamics, as distinguished from what he viewed as the mechanistic
foundation of neoclassical economics drawn from Newtonian physics. His work
contributed significantly to thermoeconomics and to ecological economics. He
also did foundational work which later developed into evolutionary economics.
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The sociological subfield of economic sociology arose, primarily through
the work of Emile Durkheim, Max Weber and Georg Simmel, as an approach to
analysing the effects of economic phenomena in relation to the overarching
social paradigm (i.e. modernity). Classic works include Max Weber's The
Protestant Ethic and the Spirit of Capitalism (1905) and Georg Simmel's The
Philosophy of Money (1900). More recently, the works of Mark Granovetter,
Peter Hedstrom and Richard Swedberg have been influential in this field.

History

Economic writings date from earlier Mesopotamian, Greek, Roman, Indian
subcontinent, Chinese, Persian, and Arab civilizations. Notable writers from
antiquity through to the 14th century include Aristotle, Xenophon, Chanakya
(also known as Kautilya), Qin Shi Huang, Thomas Aquinas, and Ibn Khaldun.
The works of Aristotle had a profound influence on Aquinas, who in turn
influenced the late scholastics of the 14th to 17th centuries. Joseph Schumpeter
described the latter as «coming nearer than any other group to being the
'founders' of scientific economics» as to monetary, interest, and value theory
within a natural-law perspective.

Two groups, later called «mercantilists» and «physiocrats», more directly
influenced the subsequent development of the subject. Both groups were
associated with the rise of economic nationalism and modern capitalism in
Europe. Mercantilism was an economic doctrine that flourished from the 16th to
18th century in a prolific pamphlet literature, whether of merchants or
statesmen. It held that a nation's wealth depended on its accumulation of gold
and silver. Nations without access to mines could obtain gold and silver from
trade only by selling goods abroad and restricting imports other than of gold and
silver. The doctrine called for importing cheap raw materials to be used in
manufacturing goods, which could be exported, and for state regulation to
impose protective tariffs on foreign manufactured goods and prohibit
manufacturing in the colonies.

Physiocrats, a group of 18th century French thinkers and writers, developed
the idea of the economy as a circular flow of income and output. Physiocrats
believed that only agricultural production generated a clear surplus over cost, so
that agriculture was the basis of all wealth. Thus, they opposed the mercantilist
policy of promoting manufacturing and trade at the expense of agriculture,
including import tariffs. Physiocrats advocated replacing administratively costly
tax collections with a single tax on income of land owners. In reaction against
copious mercantilist trade regulations, the physiocrats advocated a policy of
laissez-faire, which called for minimal government intervention in the economy.

Modern economic analysis is customarily said to have begun with Adam
Smith (1723-1790). Smith was harshly critical of the mercantilists but described
the physiocratic system «with all its imperfections» as «perhaps the purest
approximation to the truth that has yet been published» on the subject.
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Classical political economy

Publication of Adam Smith's The Wealth of Nations in 1776, has been
described as «the effective birth of economics as a separate discipline». The
book identified land, labor, and capital as the three factors of production and the
major contributors to a nation's wealth, as distinct from the Physiocratic idea
that only agriculture was productive.

Smith discusses potential benefits of specialization by division of labour,
including increased labour productivity and gains from trade, whether between
town and country or across countries. His «theorem» that «the division of labor
is limited by the extent of the market» has been described as the «core of a
theory of the functions of firm and industry» and a «fundamental principle of
economic organization». To Smith has also been ascribed «the most important
substantive proposition in all of economics» and foundation of resource-
allocation theory — that, under competition, resource owners (of labour, land,
and capital) seek their most profitable uses, resulting in an equal rate of return
for all uses in equilibrium (adjusted for apparent differences arising from such
factors as training and unemployment).

In an argument that includes «one of the most famous passages in all
economicsy, Smith represents every individual as trying to employ any capital
they might command for their own advantage, not that of the society, and for the
sake of profit, which is necessary at some level for employing capital in
domestic industry, and positively related to the value of produce. In this:

He generally, indeed, neither intends to promote the public interest, nor
knows how much he is promoting it. By preferring the support of domestic to
that of foreign industry, he intends only his own security; and by directing that
industry in such a manner as its produce may be of the greatest value, he intends
only his own gain, and he is in this, as in many other cases, led by an invisible
hand to promote an end which was no part of his intention. Nor is it always the
worse for the society that it was no part of it. By pursuing his own interest he
frequently promotes that of the society more effectually than when he really
intends to promote it.

Economists have linked Smith's invisible-hand concept to his concern for
the common man and woman through economic growth and development,
enabling higher levels of consumption, which Smith describes as «the sole end
and purpose of all production». He embeds the «invisible hand» in a framework
that includes limiting restrictions on competition and foreign trade by
government and industry in the same chapter and elsewhere regulation of
banking and the interest rate, provision of a «natural system of liberty» —
national defence, an egalitarian justice and legal system, and certain institutions
and public works with general benefits to the whole society that might otherwise
be unprofitable to produce, such as education and roads, canals, and the like. An
influential introductory textbook includes parallel discussion and this
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assessment: «Above all, it is Adam Smith's vision of a self-regulating invisible
hand that is his enduring contribution to modern economicsy.

The Rev. Thomas Robert Malthus (1798) used the idea of diminishing
returns to explain low living standards. Human population, he argued, tended to
increase geometrically, outstripping the production of food, which increased
arithmetically. The force of a rapidly growing population against a limited
amount of land meant diminishing returns to labour. The result, he claimed, was
chronically low wages, which prevented the standard of living for most of the
population from rising above the subsistence level.

Malthus also questioned the automatic tendency of a market economy to
produce full employment. He blamed unemployment upon the economy's
tendency to limit its spending by saving too much, a theme that lay forgotten
until John Maynard Keynes revived it in the 1930s.

While Adam Smith emphasized the production of income, David Ricardo
(1817) focused on the distribution of income among landowners, workers, and
capitalists. Ricardo saw an inherent conflict between landowners on the one
hand and labour and capital on the other. He posited that the growth of
population and capital, pressing against a fixed supply of land, pushes up rents
and holds down wages and profits. Ricardo was the first to state and prove the
principle of comparative advantage, according to which each country should
specialize in producing and exporting goods in that it has a lower relative cost of
production, rather relying only on its own production. It has been termed a
«fundamental analytical explanation» for gains from trade.

Coming at the end of the Classical tradition, John Stuart Mill (1848) parted
company with the earlier classical economists on the inevitability of the
distribution of income produced by the market system. Mill pointed to a distinct
difference between the market's two roles: allocation of resources and
distribution of income. The market might be efficient in allocating resources but
not in distributing income, he wrote, making it necessary for society to
intervene.

Value theory was important in classical theory. Smith wrote that the «real
price of every thing ... is the toil and trouble of acquiring it» as influenced by its
scarcity. Smith maintained that, with rent and profit, other costs besides wages
also enter the price of a commodity. Other classical economists presented
variations on Smith, termed the 'labour theory of value'. Classical economics
focused on the tendency of markets to move to long-run equilibrium.

Marxism

Marxist (later, Marxian) economics descends from classical economics. It
derives from the work of Karl Marx. The first volume of Marx's major work,
Das Kapital, was published in German in 1867. In it, Marx focused on the
labour theory of value and the theory of surplus value which, he believed,
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explained the exploitation of labour by capital. The labour theory of value held
that the value of an exchanged commodity was determined by the labour that
went into its production and the theory of surplus value demonstrated how the
workers only got paid a proportion of the value their work had created.

Neoclassical economics

A body of theory later termed «neoclassical economics» or «marginalismy»
formed from about 1870 to 1910. The term «economics» was popularized by
such neoclassical economists as Alfred Marshall as a concise synonym for
'economic science' and a substitute for the earlier «political economy». This
corresponded to the influence on the subject of mathematical methods used in
the natural sciences.

Neoclassical economics systematized supply and demand as joint
determinants of price and quantity in market equilibrium, affecting both the
allocation of output and the distribution of income. It dispensed with the labour
theory of value inherited from classical economics in favor of a marginal utility
theory of value on the demand side and a more general theory of costs on the
supply side. In the 20th century, neoclassical theorists moved away from an
earlier notion suggesting that total utility for a society could be measured in
favor of ordinal utility, which hypothesizes merely behavior-based relations
across persons.

In microeconomics, neoclassical economics represents incentives and costs
as playing a pervasive role in shaping decision making. An immediate example
of this is the consumer theory of individual demand, which isolates how prices
(as costs) and income affect quantity demanded. In macroeconomics it is
reflected in an early and lasting neoclassical synthesis with Keynesian
macroeconomics.

Neoclassical economics is occasionally referred as orthodox economics
whether by its critics or sympathizers. Modern mainstream economics builds on
neoclassical economics but with many refinements that either supplement or
generalize earlier analysis, such as econometrics, game theory, analysis of
market failure and imperfect competition, and the neoclassical model of
economic growth for analyzing long-run variables affecting national income.

Keynesian economics

Keynesian economics derives from John Maynard Keynes, in particular his
book The General Theory of Employment, Interest and Money (1936), which
ushered in contemporary macroeconomics as a distinct field. The book focused
on determinants of national income in the short run when prices are relatively
inflexible. Keynes attempted to explain in broad theoretical detail why high
labour-market unemployment might not be self-correcting due to low «effective
demand» and why even price flexibility and monetary policy might be
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unavailing. Such terms as «revolutionary» have been applied to the book in its
impact on economic analysis.

Keynesian economics has two successors. Post-Keynesian economics also
concentrates on macroeconomic rigidities and adjustment processes. Research
on micro foundations for their models is represented as based on real-life
practices rather than simple optimizing models. It is generally associated with
the University of Cambridge and the work of Joan Robinson.

New-Keynesian economics is also associated with developments in the
Keynesian fashion. Within this group researchers tend to share with other
economists the emphasis on models employing micro foundations and
optimizing behavior but with a narrower focus on standard Keynesian themes
such as price and wage rigidity. These are usually made to be endogenous
features of the models, rather than simply assumed as in older Keynesian-style
ones.

Chicago school of economics

The Chicago School of economics is best known for its free market
advocacy and monetarist ideas. According to Milton Friedman and monetarists,
market economies are inherently stable if the money supply does not greatly
expand or contract. Ben Bernanke, current Chairman of the Federal Reserve, is
among the economists today generally accepting Friedman's analysis of the
causes of the Great Depression.

Milton Friedman effectively took many of the basic principles set forth by
Adam Smith and the classical economists and modernized them. One example of
this is his article in the September 1970 issue of The New York Times
Magazine, where he claims that the social responsibility of business should be
«to use its resources and engage in activities designed to increase its
profits...(through) open and free competition without deception or fraud».

Other schools and approaches

Other well-known schools or trends of thought referring to a particular style
of economics practiced at and disseminated from well-defined groups of
academicians that have become known worldwide, include the Austrian School,
the Freiburg School, the School of Lausanne, post-Keynesian economics and the
Stockholm school. Contemporary mainstream economics is sometimes separated
into the Saltwater approach of those universities along the Eastern and Western
coasts of the US, and the Freshwater, or Chicago-school approach.

Within macroeconomics there is, in general order of their appearance in the
literature; classical economics, Keynesian economics, the neoclassical synthesis,
post-Keynesian economics, monetarism, new classical economics, and supply-
side economics. Alternative developments include ecological economics,
constitutional economics, institutional economics, evolutionary economics,
dependency theory, structuralist economics, world systems theory, econo-
physics, feminist economics and biophysical economics.
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Criticisms

General criticisms

«The dismal science» i1s a derogatory alternative name for economics
devised by the Victorian historian Thomas Carlyle in the 19th century. It is often
stated that Carlyle gave economics the nickname «the dismal science» as a
response to the late 18th century writings of The Reverend Thomas Robert
Malthus, who grimly predicted that starvation would result, as projected
population growth exceeded the rate of increase in the food supply. However,
the actual phrase was coined by Carlyle in the context of a debate with John
Stuart Mill on slavery, in which Carlyle argued for slavery, while Mill
opposed it.

Some economists, like John Stuart Mill or Léon Walras, have maintained
that the production of wealth should not be tied to its distribution. The former is
in the field of «applied economics» while the latter belongs to «social
economics» and is largely a matter of power and politics.

In The Wealth of Nations, Adam Smith addressed many issues that are
currently also the subject of debate and dispute. Smith repeatedly attacks groups
of politically aligned individuals who attempt to use their collective influence to
manipulate a government into doing their bidding. In Smith's day, these were
referred to as factions, but are now more commonly called special interests, a
term which can comprise international bankers, corporate conglomerations,
outright oligopolies, monopolies, trade unions and other groups.

Economics per se, as a social science, is independent of the political acts of
any government or other decision-making organization, however, many
policymakers or individuals holding highly ranked positions that can influence
other people's lives are known for arbitrarily using a plethora of economic
concepts and rhetoric as vehicles to legitimize agendas and value systems, and
do not limit their remarks to matters relevant to their responsibilities. The close
relation of economic theory and practice with politics is a focus of contention
that may shade or distort the most unpretentious original tenets of economics,
and is often confused with specific social agendas and value systems.
Notwithstanding, economics legitimately has a role in informing government
policy. It is, indeed, in some ways an outgrowth of the older field of political
economy. Some academic economic journals are currently focusing increased
efforts on gauging the consensus of economists regarding certain policy issues
in hopes of effecting a more informed political environment. Currently, there
exists a low approval rate from professional economists regarding many public
policies. Policy issues featured in a recent survey of AEA economists include
trade restrictions, social insurance for those put out of work by international
competition, genetically modified foods, curbside recycling, health insurance
(several questions), medical malpractice, barriers to entering the medical
profession, organ donations, unhealthy foods, mortgage deductions, taxing
internet sales, Wal-Mart, casinos, ethanol subsidies, and inflation targeting.
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In Steady State Economics 1977, Herman Daly argues that there exist logical
inconsistencies between the emphasis placed on economic growth and the
limited availability of natural resources.

Issues like central bank independence, central bank policies and rhetoric in
central bank governors discourse or the premises of macroeconomic policies
(monetary and fiscal policy) of the state, are focus of contention and criticism.

Deirdre McCloskey has argued that many empirical economic studies are
poorly reported, and while her critique has been well-received, she and Stephen
Ziliak argue that practice has not improved. This latter contention 1is
controversial.

During the 2007-2012 global financial crisis, an increasing number of
teachers argued that the specialized economics textbooks, some written by
experts who did not see the crisis coming, were almost useless because their
elaborated content was divorced from reality.

A 2002 International Monetary Fund study looked at «consensus forecasts»
(the forecasts of large groups of economists) that were made in advance of 60
different national recessions in the '90s: in 97 % of the cases the economists did
not predict the contraction a year in advance. On those rare occasions when
economists did successfully predict recessions, they significantly underestimated
their severity.

Criticisms of assumptions

Economics has been subject to criticism that it relies on unrealistic,
unverifiable, or highly simplified assumptions, in some cases because these
assumptions simplify the proofs of desired conclusions. Examples of such
assumptions include perfect information, profit maximization and rational
choices. The field of information economics includes both mathematical-
economical research and also behavioral economics, akin to studies in
behavioral psychology.

Nevertheless, prominent mainstream economists such as Keynes and Joskow
have observed that much of economics is conceptual rather than quantitative,
and difficult to model and formalize quantitatively. In a discussion on oligopoly
research, Paul Joskow pointed out in 1975 that in practice, serious students of
actual economies tended to use «informal models» based upon qualitative
factors specific to particular industries. Joskow had a strong feeling that the
important work in oligopoly was done through informal observations while
formal models were «trotted out expost». He argued that formal models were
largely not important in the empirical work, either, and that the fundamental
factor behind the theory of the firm, behavior, was neglected.

In recent years, feminist critiques of neoclassical economic models gained
prominence, leading to the formation of feminist economics. Contrary to
common conceptions of economics as a positive and objective science, feminist
economists call attention to the social construction of economics and highlight
the ways in which its models and methods reflect masculine preferences.
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Primary criticisms focus on failures to account for: the selfish nature of actors
(homo economicus); exogenous tastes; the impossibility of utility comparisons;
the exclusion of unpaid work; and the exclusion of class and gender
considerations. Feminist economics developed to address these concerns, and
the field now includes critical examinations of many areas of economics
including paid and unpaid work, economic epistemology and history,
globalization, household economics and the care economy. Feminists such as
Marilyn Waring also argue that the discipline of economics ignores women's
unpaid work and the value of nature.

Philip Mirowski observes that

The imperatives of the orthodox research programme [of economic science]
leave little room for maneuver and less room for originality. ... These mandates ...
Appropriate as many mathematical techniques and metaphorical expressions from
contemporary respectable science, primarily physics as possible. ... Preserve to
the maximum extent possible the attendant nineteenth-century overtones of
«natural order» ... Deny strenuously that neoclassical theory slavishly imitates
physics. ... Above all, prevent all rival research programmes from encroaching ...
by ridiculing all external attempts to appropriate twentieth century physics
models. ...All theorizing is [in this way] held hostage to nineteenth-century
concepts of energy.

In a series of peer-reviewed journal and conference papers and books
published over a period of several decades, John McMurtry has provided
extensive criticism of what he terms the «unexamined assumptions and
implications [of economics], and their consequent cost to people’s lives». For
example, he writes:

This 1s why we might conclude that economics ceased to be a science or an
investigation once it presupposed an engineering physics model as its
methodological given. It became instead the defining software of a machinal
system with no place for life in its money-sequence operations. Like the
received dogma of another epoch, its formulations decoupled from reality in a
scholastic formalism, its priesthood would not acknowledge the right of any but
trained believers to speak on issues designated by the subject, and its iron laws
subsumed all that lived as material ready to be made productive by
transformation into the system’s service. ... Yet it would be a very great mistake
to simply reject economics as a resource of analysis. It provides an articulated
lexicon of exact referents, operations and principles of the global market
mechanism which it presupposes as the natural order. And its resources are
invaluable in coming to understand the system of rule which the global market
now implements across the world in its restructuring operations. One has to
expose and understand the principles the doctrine assumes in order to examine
and unmask their implications for life-organization. One has to follow the
assumptions its theoreticians take as given to see the trail of consequences for
reality which obedience to this unseen metaphysic unleashes on the world. One
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has to connect across the logical lattice of the covert value system the defining
axioms and co-ordinates it bears to see what it means for the planetary life-web
as an integrated whole. One has, in short, to do what the economist avoids as the
explosion of his own identity — open up its value structure to examination.

Nassim Nicholas Taleb and Michael Perelman are two additional scholars
who criticized conventional or mainstream economics. Taleb opposes most
economic theorizing, which in his view suffers acutely from the problem of
overuse of Plato's Theory of Forms, and calls for cancellation of the Nobel
Memorial Prize in Economics, saying that the damage from economic theories
can be devastating. Michael Perelman provides extensive criticism of economics
and its assumptions in all his books (and especially his books published from
2000 to date), papers and interviews. For example, he says:

The disconnect between what purports to be objective analysis [by classical
political economists] and the underlying power relationships fascinates me. Like
Moliere's bourgeois gentlemen, who was unaware that he was speaking prose,
economists have developed a culture in which they communicate without any
recognition of how much they have internalized the distorted perspective of a
capitalist system. What is more surprising is how thoroughly the economists
were able to propagate their flawed worldview throughout much of society. The
economic worldview loses sight of essential elements of the world economists
analyze. Once their simplistic world of economics spins out of control,
economists' instinct i1s to explain away their deficiencies rather than finally
coming to grips with the real world. In that sense, I feel that a critical study of
economists and their economics becomes useful as a means of self-defense
against the tyranny of markets. ... In their published books, the political
economists at the time ignored the injustices associated with the enforcement of
the feudal game laws, as well as the enormous economic damage done by the
hunters. Instead, they described the economy as the result of voluntary
transactions between willing buyers and sellers. Away from the public eye, these
same economists applauded the displacement of rural masses, which was
providing new bodies for the emerging proletariat. In this sense, capitalism was
invented as I described in [the book] The Invention of Capitalism. Capitalism
was invented in another sense. The early economists described the emergence of
capitalism as a voluntary system that benefited everybody. This falsification of
history, which was central to their analysis, was a very creative invention ... In
[the book] The Invisible Handcuffs, 1 tried to show how economists tried to
frame capitalism as a system of voluntary transactions, as I mentioned [above].
One can understand how the economists could have gotten away with this
evasion of reality in a world when literacy was limited and communications
[was] expensive. In a modern world, to be able to get away with such nonsense
i1s an audacious act of genius. Economic theory also abstracts from virtually
anything having to do with time.
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